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A model of the antenna control system for the azimuth and elevation axes of the DSS 13 antenna is developed. This model is used for simulation of elevation and azimuth dynamics, cross-coupled dynamics, and radio-frequency pointing error due to both input commands and wind disturbances. This model also serves as a tool for the antenna controller design. A modal state-space model of the antenna structure was obtained from its finite-element model with a free-rotating tipping structure and alidade. Model reduction techniques applied separately for the antenna structure, elevation and azimuth drives, and rate-loop model reduce the system order to one-third of that of the original, while preserving its significant dynamic properties. Extensive simulation results illustrate properties of the model.

I. Introduction

The control system model for the elevation drive of the DSS 13 antenna was described in [1]. This article extends the previous approach to the full control system of the antenna (in azimuth and elevation), and extends the structural model for modes up to 10 Hz. This article also describes the wind disturbance model used to study this important source of antenna pointing error. The antenna structural model for the 90-deg elevation angle is obtained from the antenna's finite-element model with a free rotation in azimuth and elevation. A linear structural model is analyzed. Nonlinear effects due to dry friction are not considered. A state-space model is used to describe the control system and its components.

The structure and the drives, as well as the rate-loop model, have some purely imaginary poles or poles at zero (the latter poles have integrating properties). Known reduction techniques fail when applied to systems with integrators. A balanced reduction technique, developed here for the systems with integrators, was applied to reduce the order of the structural model, elevation and azimuth drive models, and subsequently the rate-loop model. The order of the reduced model is one-third of the original's, while the modeling error is small in comparison to the system dynamics.

The presented approach is an analytical base for computer software development. This software is designed as a tool for simulations of antenna dynamics due to the input commands and disturbances, for control system analysis, and for the position control algorithm design. Extensive simulations have been performed and described to illustrate the overall system properties.
II. Structural Model

The antenna structural model for elevation control purposes was described in [1]. In this article, structural modeling is expanded for the antenna in both elevation and azimuth motions. New developments specific to the joint azimuth and elevation modeling are presented; the reader is referred to [1] for the approaches used in the elevation control system model. The state-space representation denoted by a quadruple \((A, B, C, D)\) is a set of first-order differential equations

\[
\dot{x} = Ax + Bu, \quad y = Cx + Du
\]  

(1)

where the state vector \(x\) is of dimension \(n \times 1\), the input \(u\) is of dimension \(p \times 1\), the output \(y\) is of dimension \(q \times 1\), and the matrices \(A, B, C, D\) are of dimensions \(n \times n, n \times p, q \times n, \) and \(q \times p\), respectively.

A. Full Model

In this section the state-space quadruple in modal coordinates \((A_s, B_s, C_s, D_s)\) for the antenna structure is determined. The state vector of the structure \(x_s\) consists of modal displacements \(q_s\) and modal velocities \(v_s\),

\[
x_s^T = [q_s^T \ v_s^T]
\]  

(2)

From the finite-element model, generated by the JPL-IDEAS code\(^1\), \(m = 21\) modes are obtained. The first and the second modes are rigid-body modes with zero natural frequency. The modes are determined for \(r\) selected points of interest; thus, \(\phi_i = [\phi_{i1}, \phi_{i2}, \ldots, \phi_{ir}]^T, i = 1, \ldots, 21\). The antenna structural model is generated from the natural frequencies \(\omega_i\) and mode shapes \(\phi_i\). Modal damping of the structure \(\zeta_i\) is assumed to be \(\zeta_i = 0.005\) for \(i = 1, \ldots, 21\). The antenna structure is free to rotate about the elevation and azimuth axes.

1. Matrix \(A_s\). Denote

\[
\Omega = \text{diag}(\omega_i), \quad Z = \text{diag}(\zeta_i), i = 1, 2, \ldots, m
\]  

(3)

then the system matrix \(A_s\) for the antenna structure is

\[
A_s = \begin{bmatrix}
0 & I_m \\
-\Omega^2 & -2Z\Omega
\end{bmatrix}
\]  

(4)

where \(I_m\) is the identity matrix of dimensions \(m \times m\). Details of the derivation of \(A_s\) are presented in [1]. Numerical values of \(\Omega, Z,\) and other parameters are given in Appendix A.

2. Matrix \(C_s\). The following outputs of the antenna structure are considered: elevation angle \(\theta_e\), elevation rate \(\dot{\theta}_e\), elevation pinion rate \(\dot{\theta}_{pe}\), azimuth angle \(\theta_a\), azimuth rate \(\dot{\theta}_a\), azimuth pinion rates \(\dot{\theta}_{pa1}\) and \(\dot{\theta}_{pa2}\), pointing error angle in elevation \(\epsilon_{el}\), pointing error angle in cross-elevation \(\epsilon_{cel}\), and subreflector \(x, y,\) and \(z\) positions \(q_{ix}, q_{iy}, \) and \(q_{iz}\). Thus, the antenna output matrix \(C_s\) consists of twelve rows:

\[
C_s^T = [c_{s1}^T, c_{s2}^T, \ldots, c_{s11}^T, c_{s12}^T]
\]  

(5)

where

\[
C_{s1}\] is the elevation encoder reading
\[
C_{s2}\] is the elevation rate
\[
C_{s3}\] is the elevation pinion rate
\[
C_{s4}\] is the azimuth encoder reading
\[
C_{s5}\] is the azimuth rate
\[
C_{s6}\] and \(C_{s7}\) are azimuth pinion rates
\[
C_{s8}\] and \(C_{s9}\) are the pointing errors in elevation and cross-elevation
\[
C_{s10}, C_{s11}, \) and \(C_{s12}\) are the subreflector \(x, y,\) and \(z\) positions

The first two rows (the elevation angle and rate) are determined as follows. In the finite-element model, the node at the bull gear center has a label \(nb = 5380\) and the node at distance \(R\) to \(nb\) has a label \(nc = 41212\) (see Fig. 1). The high stiffness of the bull gear and the close location of the two nodes allows one to determine the elevation angle as a rigid-body rotation

\[
\theta_e = \frac{y_{nc} - y_{nb}}{R} = \frac{(C_{ncy} - C_{nyb})}{R} = \frac{(\phi_{ncy} - \phi_{nyb})}{R} \dot{q}_x
\]  

where \(R\) is the bull gear radius and \(C_{ncy}\) and \(C_{nyb}\) denote row vectors with one nonzero element. The nonzero element of \(C_{ncy}\) is equal to 1 and is located in the position in \(q_x\) corresponding to the \(y\) displacement of node \(nc\). The

nonzero element of \( C_{nty} \) is equal to 1 and is located in the position corresponding to the \( y \) displacement at node \( nb \) in the vector \( q_s \). Thus, \( \phi_{ncy} \) and \( \phi_{nby} \) are

\[
\phi_{ncy} = [\phi_{1ncy}, \ldots, \phi_{mncy}], \quad \phi_{nby} = [\phi_{1nby}, \ldots, \phi_{mnb}] \]

where \( \phi_{incy} \) is the \( i \)th mode component at node \( nc \) in the \( y \) direction and \( \phi_{inby} \) is the \( i \)th mode component at node \( nb \) in the \( y \) direction. From this, it follows that:

\[
C_{s1} = [0 \ C_{sc}], \quad C_{s2} = [C_{sc} \ 0] \quad (6a)
\]

where \( C_{sc} = (\phi_{ncy} - \phi_{nby})/R \).

For the determination of the pinion rate measurement matrix \( C_{s3} \), denote the velocity at pinion housing \( v_p \) (at node \( nu \)), bull gear velocity \( v_b \) at node \( no \) (see Fig. 1), and their projections \( v_1 \) and \( v_2 \) onto a plane tangential to the bull gear at node \( no \). For the pinion rate \( \theta_p = (v_1 - v_2)/r_{pe} \) and for \( v_1 = C_{s1} v_s \) and \( v_2 = C_{s2} v_s \) from the JPL-IDEAS code, one obtains

\[
v_1 - v_2 = \frac{C_{sosc} v_s}{r_{pe}} \]

where \( v_s \) is a modal velocity defined in Eq. (2) and \( C_{sosc} = C_{s1} - C_{s2} \). Therefore, \( \theta_p = C_{sosc} v_s = [0 \ C_{sosc}] x_s \), where \( C_{sosc} = C_{sosc}/r_{pe} \), finally giving

\[
C_{s3} = [0 \ C_{sosc}] \quad (6b)
\]

The matrix \( C_{sosc} \) is directly obtained from the JPL-IDEAS code.

The azimuth position angle is obtained as \( \theta_a = C_{a} q_s \), where \( C_{a} \) is a result of the JPL-IDEAS code and, thus, \( \theta_a = [C_{a} \ 0] x_s, \theta_a = [C_{a}] x_s \). Therefore,

\[
C_{s4} = [C_{a} \ 0], \quad C_{s5} = [0 \ C_{a}] \quad (6c)
\]

The last seven rows of \( C_s \) are obtained from the finite-element model. For azimuth pinion rates \( \dot{\theta}_{pa1} = [0 \ C_{pa1}] x_s, \dot{\theta}_{pa2} = [0 \ C_{pa2}] x_s \), pointing errors \( \epsilon_{sel} = [C_{ser} \ 0], \epsilon_{sel} = [C_{ser} \ 0], \) and subreflector positions \( q_{ax} = [C_{ax} \ 0], q_{ay} = [C_{ay} \ 0], \) and \( q_{az} = [C_{az} \ 0] \), thus,

\[
C_{s6} = [0 \ C_{pa1}], \quad C_{s7} = [0 \ C_{pa2}] \quad (6d)
\]

\[
C_{s8} = [C_{er} \ 0], \quad C_{s9} = [C_{er} \ 0] \quad (6e)
\]

\[
C_{s10} = [C_{sx} \ 0], \quad C_{s11} = [C_{sy} \ 0], \quad C_{s12} = [C_{sz} \ 0] \quad (6f)
\]

3. Matrix \( B_s \). The inputs to the structure are: an elevation-axis drive torque, two azimuth-axis drive torques, and a wind disturbance force. The elevation-axis drive torque is applied to the elevation bull gear by the pinion, as shown in Fig. 1. A node labeled \( no = 86302 \) in the finite-element model is the point of contact between the pinion and the bull gear, while a node with the label \( nu = 86881 \) is located at the joint between the supporting truss structure and the pinion housing. The rigid pinion housing includes two drive systems. Consider forces at nodes \( no \) and \( nu \) and their components tangential to the bull gear at node \( no \) \( (F_{t_{no}}) \) and at node \( nu \) \( (F_{t_{nu}}) \). Assuming a rigid pinion, the torque applied to the pinion of the gearbox is

\[
T = \frac{F_{t_{no}} - F_{t_{nu}}}{r_{pe}}
\]

where \( r_{pe} \) is the elevation pinion radius. From the JPL-IDEAS code, one obtains the relative tangential displacement \( \Delta q_{te} \) of nodes \( no \) and \( nu \) in modal coordinates,

\[
\Delta q_{te} = q_{t_{no}} - q_{t_{nu}} = C_{sosc} q_s
\]

where the matrix \( C_{sosc} \) has been already described. Thus, the matrix \( B_{sosc} \) for the force \( \Delta F_{te} = F_{t_{no}} - F_{t_{nu}} \) is

\[
B_{sosc} = \frac{M_{m} C_{sosc}^T}{r_{pe}}
\]

and the matrix \( B_{se} \) for the elevation torque is

\[
B_{se} = \begin{bmatrix} 0 \\ B_{sosc} \end{bmatrix} \quad (7a)
\]

The matrices \( B_{s41} \) and \( B_{s42} \) for the azimuth-axis drive torques are obtained as follows. The tangential displacements of the azimuth pinion contact points are given by

\[
q_{t1} = C_{s41} q_s, \quad q_{t2} = C_{s42} q_s
\]
where \( q_{t1} \) and \( q_{t2} \) are the tangential displacements, \( C_{s1} \) and \( C_{s2} \) are determined from the JPL–IDEAS finite-element model, and \( q_s \) is the modal displacement vector of the structure. Thus, the azimuth-axis drive input matrices are

\[
B_{s1} = \begin{bmatrix} 0 \\ M_m^{-1} C_{s1}^T \end{bmatrix}, \quad B_{s2} = \begin{bmatrix} 0 \\ M_m^{-1} C_{s2}^T \end{bmatrix}
\]  
(7b)

Wind disturbances are applied as wind forces from the \( x \) and \( y \) directions (\( x \) is the elevation axis direction and \( y \) is a horizontal direction orthogonal to the elevation axis). The input matrices \( B_{wx} \) and \( B_{wy} \) for the wind forces are obtained from the JPL–IDEAS model; hence, the wind input matrix is

\[
B_{\text{wind}} = \begin{bmatrix} 0 & 0 \\ B_{wx} & B_{wy} \end{bmatrix}
\]  
(7c)

4. Matrix \( D_8 \). Matrix \( D_8 \) is a zero matrix of dimensions \( q \times p \), where \( q \) is the number of outputs and \( p \) is the number of inputs to the structure.

B. Model Reduction

The structural model under consideration consists of 21 modes or 42 states. However, some of these modes are insignificant and can be eliminated. Observability and controllability properties are used to determine modes for elimination. A balanced representation [2] is a state-space representation with its states equally controllable and observable, and the Hankel singular value is the measure of the joint controllability and observability of each balanced state variable. The states with small Hankel singular values can be deleted, since they are weakly excited and weakly observed at the same time, causing a small modeling error. For flexible structures with small damping and distinct poles, the modal representation is almost balanced, cf. [3,4,5]. Each mode has almost the same controllability and observability property; hence, each mode can be considered for reduction separately. For a structure with \( m \) modes, matrix \( B_8 \) has \( m \) rows and matrix \( C_8 \) has \( 2m \) columns. Denote \( b_i \) as the last \( m \) rows of \( B_8 \), \( c_i \) as the first \( m \) columns of \( C_8 \), and \( c_r \) as the last \( m \) columns of \( C_8 \), then \( b_{wi} \) is the \( i \)th row of \( b_i \), \( c_{pi} \) is the \( i \)th column of \( C_8 \), and \( c_{ri} \) is the \( i \)th column of \( c_r \). The Hankel singular value for the \( i \)th mode is given by Eq. (53) of [4] and Eq. (14) of [5].

\[
\gamma_i = \sqrt{(w_{bi} b_{wi}^T)(w_{ci} c_{pi}^T c_{ri} + w_{ri} \omega_i^2 c_{ri}^T c_{ri})} / 4 \omega_i^2
\]  
(8)

Care should be taken when determining Hankel singular values. Units should be consistent, otherwise some inputs or outputs receive more weight in Hankel singular value determination than necessary. Consider, for example, the azimuth encoder reading in arcseconds and the elevation encoder reading in degrees. For the same angle, the numerical reading of the azimuth encoder is 3600 larger than the elevation encoder reading; hence, the elements for the azimuth output are much larger than those for elevation. On the other hand, some variables need more attention than others: the pointing error and encoder readings are the most important factors in the antenna performance; hence, their importance has to be emphasized in mode evaluation. For these two reasons, consistency of units and variable importance, the weighting factors \( w_{bi} > 0, w_{ci} > 0 \), and \( w_{ri} > 0 \) for \( i = 1, \ldots, m \) are introduced. Typically, weights are set to 1. However, for more important variables, the weight is set larger than 1.

For each mode, the Hankel singular value is determined and used to decide the number of modes in the reduced structural model. For the rigid-body modes, Hankel singular values tend to infinity; hence, rigid-body modes are always included in the reduced model. Hankel singular values, with all weights set to one, of the 19 flexible modes of the antenna model are plotted in Fig. 2.

The reduced order model consists of 10 modes: two rigid-body modes and eight elastic modes, with natural frequencies 3.1240, 3.4880, 4.1140, 4.4450, 6.5820, 7.1540, 7.4880, and 9.112 Hz (shadowed in Fig. 2). The transfer function of the full and reduced models of the antenna are shown in Fig. 3, indicating that the reduced model represents properties of the original system. At this stage, wind disturbances are not included in the model and, therefore, are not considered in model reduction. One should note, however, that for a model with disturbances included, a different reduced model will be obtained, as shown in Section VI of this article.

III. Drive System Model

Three antenna drives, the elevation drive (ELD) and two azimuth drives (AZD1 and AZD2), are analyzed. Each of the drives has three inputs: rate command (\( \dot{\theta}_{se} \) or \( \dot{\theta}_{pa} \)), torque bias (\( v_{se} \) or \( v_{sa1}, v_{sa2} \)), and pinion rate (\( \dot{\theta}_{pe} \) or \( \dot{\theta}_{pa1}, \dot{\theta}_{pa2} \)), and the following outputs: torques (\( T_e \) or...
$T_{a1}, T_{a2}$ and bias voltages ($v_{c1}, v_{c2}$) to balance the load between two azimuth drives. The amplification parameter $k_a$ is given in Appendix A.

A. Full Model

The structure of each drive is the same, as shown in Fig. 4. The structure consists of two identical subsystems denoted $G_o$ (which model the motor, amplifier, gearbox, tachometer, and rate-loop compensation electronics), the command amplifier $G_c$, and the torque share bias loop. The subsystem $G_o$ is shown in Fig. 5. Denoting the first state variable $x_1 = v_1$, the $G_c$ subsystem’s state equation is

$$
\dot{x}_1 = -\tau_1^{-1}x_1 + k_1 k_3 \tau_1^{-1} \dot{\theta}_o
$$

(9)

The equations for subsystem $G_o$ are derived in [1]. The inputs are a biased rate command $(v_1)$ and pinion rate $(\dot{\theta}_p)$. An additional brake parameter $\kappa$, will be discussed later. The outputs are motor current $(i_o)$, motor angular velocity $(\omega_m)$, torque $(T)$. These outputs are the fifth, sixth, and seventh states, respectively, in the following state-space equations for subsystem $G_o$

$$
\dot{x}_o = A_o x_o + B_{11} v_1 + B_{12} \dot{\theta}_p, \quad \begin{bmatrix} T \\ i_o \end{bmatrix} = C_o x_o
$$

(10)

where

$$
A_o = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{\tau_3} & 0 & 0 & 0 & -k_{tach} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{k_r k_i}{L_m \tau_3} & 0 & -\frac{1}{\tau_3} & -k_{cur} & 0 \\
0 & 0 & \frac{k_r k_i}{L_m \tau_3} & \frac{k_r k_i}{L_m \tau_3} & -\frac{B_m}{L_m} & -\frac{k_r}{L_m} & 0 \\
0 & 0 & 0 & 0 & \frac{k_m}{L_m} & 0 & -\frac{1}{J_m N_x} \\
0 & 0 & 0 & 0 & 0 & k_{g_x N_x} & 0
\end{bmatrix}
$$

$$
B_{11}^T = [0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0], \quad B_{12}^T = [0 \ 0 \ 0 \ 0 \ 0 \ k_{g_x N_x} N_x]
$$

$$
C_{11} = [0 \ 0 \ 0 \ 0 \ 0 \ 1], \quad C_{12} = [0 \ 0 \ 0 \ 1 \ 0 \ 0]
$$

$$
C_o = \begin{bmatrix} C_{11} \\ C_{12} \end{bmatrix}, \quad B_o = [B_{11} \ B_{12}]
$$

Two systems’ $G_o$’s are located in the drive system, see Fig. 4: the first one with inputs $v_{11}, \dot{\theta}_p$, outputs $T_1, i_{o1}$, and state vector $x_{21}$; and the second one with inputs $v_{12}, \dot{\theta}_p$, outputs $T_2, i_{o2}$, and state vector $x_{22}$. The equations for these systems are

$$
\dot{x}_{21} = A_o x_{21} + B_{11} v_{11} + B_{12} \dot{\theta}_p, \quad \begin{bmatrix} T_1 \\ i_{o1} \end{bmatrix} = C_o x_{21}
$$

(11)

$$
\dot{x}_{22} = A_o x_{22} + B_{11} v_{12} + B_{12} \dot{\theta}_p, \quad \begin{bmatrix} T_2 \\ i_{o2} \end{bmatrix} = C_o x_{22}
$$

(12)

The amplifier for the bias signal has an input of $\Delta v_c$ and an output of $v_u$. Denoting $x_3 = v_u$, this amplifier’s state-space equation is obtained

$$
\dot{x}_3 = -\tau_6^{-1}x_3 + k_{ctf} \tau_6^{-1} \Delta v_c
$$

(13)

The nodal equations complete the set of the drive-system model equations

$$
T = T_1 + T_2, \quad T_1 = C_{11} x_{21}, \quad T_2 = C_{11} x_{22}
$$

(14a)

$$
\Delta v_c = v_{c1} - v_{c2} + k_{v} v_{bias}
$$

(14b)

$$
v_{11} = v_1 - v_u = x_1 - x_3, \quad v_{12} = v_1 + v_u = x_1 + x_3
$$

(14c)

$$
v_c = v_{c1} + v_{c2} = k_{ct} C_{12} (x_{12} + x_{22})
$$

(14d)

Denoting the state vector $x_m^T = [x_1^T, x_{21}^T, x_{22}^T, x_3^T]$ and combining Eqs. (9) through (14), one can write the equations for the drive system as follows:

$$
\dot{x}_m = A_m x_m + B_m u_m, \quad y_m = C_m x_m
$$

(15)

where $u_m^T = [\dot{\theta}_p \ \dot{\theta}_p \ v_{bias}], \ y_m^T = [T \ v_c \ \omega_{m1} \ \omega_{m2}]$, and
\[ A_m = \begin{bmatrix} -1/\tau_1 & 0 & 0 & 0 \\ B_{11} & A_o & 0 & -B_{11} \\ B_{11} & 0 & A_o & B_{11} \\ 0 & p_1 & -p_1 & -1/\tau_6 \end{bmatrix} \]

\[ B_m = \begin{bmatrix} B_{mo} & B_{mp} & B_{mbs} \end{bmatrix} = \begin{bmatrix} k_1k_3/\tau_1 & 0 & 0 \\ 0 & B_{12} & 0 \\ 0 & 0 & B_{12} \end{bmatrix} \]

\[ C_m = \begin{bmatrix} C_{mt} \\ C_{mc} \\ C_{om1} \\ C_{om2} \end{bmatrix} = \begin{bmatrix} 0 & C_{11} & C_{11} & 0 \\ 0 & k_{ct}C_{12} & k_{ct}C_{12} & 0 \\ 0 & C_{13} & 0 & 0 \\ 0 & 0 & C_{13} & 0 \end{bmatrix} \]

\[ p_1 = \frac{k_{ct}k_{ct}C_{12}}{\tau_6}, \quad p_2 = \frac{k_{ct}k_{ct}C_{12}}{\tau_6} \]

\[ C_{13} = [0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0] \]

### IV. Rate-Loop Model

In this section a rate-loop model with active azimuth and elevation drives is presented. Also, a model with an active elevation drive and with activated azimuth brakes is derived, along with a model with an active azimuth drive and with elevation brakes activated. The obtained rate-loop models are reduced to obtain the smallest acceptable model.

#### A. Full Model

The rate-loop model of the antenna is shown in Fig. 8. The model consists of the antenna structure model and models of three drives: the elevation drive (ELD) and two azimuth drives (AZD1 and AZD2) described above.

Combining the equations for structure and the ELD, AZD1, and AZD2 with the nodal equations for the rate-loop model as in Fig. 10, one obtains the following equations (where the term \( D \) appeared as a result of model reduction). For the elevation drive,

\[ \dot{x}_e = A_{me} x_e + [B_{moe} B_{mp} B_{mb}] \begin{bmatrix} \dot{\theta}_{oe} \\ \dot{\theta}_{pe} \end{bmatrix} \quad (16a) \]

\[ T_e = C_{mt} x_e + [D_{eo} D_{ep} D_{eb}] \begin{bmatrix} \dot{\theta}_{oe} \\ \dot{\theta}_{pe} \end{bmatrix} \quad (16b) \]

For azimuth drive AZD1,

\[ \dot{x}_{a1} = A_{ma} x_{a1} + [B_{mna} B_{mpa} B_{mba}] \begin{bmatrix} \dot{\theta}_{pa1} \end{bmatrix} \quad (17a) \]

\[ \begin{bmatrix} T_{a1} \\ v_{c1} \end{bmatrix} = \begin{bmatrix} C_{mt} \\ C_{mc} \end{bmatrix} x_{a1} + \begin{bmatrix} D_{oa} & D_{ap} & D_{abst} \\ D_{oa} & D_{ap} & D_{absu} \end{bmatrix} \begin{bmatrix} \dot{\theta}_{pa1} \\ \dot{\theta}_{pa1} \end{bmatrix} \quad (17b) \]
For azimuth drive AZD2,

\[ \dot{x}_{a2} = A_{ma} x_{a2} + [B_{moe} \ B_{mpa2} \ B_{mbsa}] [\dot{\theta}_{pa2}] \]

\[ \begin{bmatrix} \dot{T}_{a2} \\ \dot{v}_{c2} \end{bmatrix} = \begin{bmatrix} C_{mt} \\ C_{mc} \end{bmatrix} x_{a2} + \begin{bmatrix} D_{dof} & D_{dpt} & D_{dabs} \\ D_{dov} & D_{dpu} & D_{dabs} \end{bmatrix} \begin{bmatrix} \dot{\theta}_{a2} \\ \dot{\theta}_{pa2} \end{bmatrix} \]  

(18a)

\[ \dot{\theta}_{a1} = \dot{\theta}_{ea} - v_{aa} = \dot{\theta}_{oa} - k_{a}(v_{c1} - v_{c2}) \]

\[ = \dot{\theta}_{oa} - k_{a} C_{mc}(x_{a1} - x_{a2}) \]  

(20a)

\[ \dot{\theta}_{a2} = \dot{\theta}_{oa} + v_{aa} = \dot{\theta}_{oa} + k_{a}(v_{c1} - v_{c2}) \]

\[ = \dot{\theta}_{oa} + k_{a} C_{mc}(x_{a1} - x_{a2}) \]  

(20b)

For the antenna structure,

\[ y_s = C_s x_s \]  

For the state vector \( x_{rl}^T = [x_{a1}^T \ x_{a2}^T \ x_s^T \ \dot{x}_s^T] \), the input \( u_{rl} = [\dot{\theta}_{oa} \ \dot{\theta}_{ea} \ v_{bsa} \ v_{bsa1} \ v_{bsa2} \ f_{wind}]^T \), the output \( y_{rl} = [\theta_e \ \theta_a]^T \), and the state triple (\( A_{rl}, B_{rl}, C_{rl} \)) is found

\[ A_{rl} = \begin{bmatrix} A_{me} & 0 & 0 & B_{mpa} C_{s3} \\ 0 & A_{ma} - k_{a} B_{moe} C_{mca} & k_{a} B_{moe} C_{mca} & B_{mpa} C_{s6} \\ 0 & k_{a} B_{moe} C_{mca} & A_{ma} - k_{a} B_{moe} C_{mca} & B_{mpa} C_{s7} \\ B_{se} C_{mte} & B_{sa1} C_{mta} + k_{a} \times (B_{sa2} - B_{sa1}) D_{dof} C_{mca} & B_{sa2} C_{mta} + k_{a} \times (B_{sa1} - B_{sa2}) D_{dof} C_{mca} & A_{s} + B_{se} D_{dpt} C_{s3} + B_{sa1} D_{dpt} C_{s6} + B_{sa2} D_{dpt} C_{s7} \end{bmatrix} \]  

(21a)

\[ B_{rl} = \begin{bmatrix} B_{moe} & 0 & 0 \\ 0 & B_{moe} & 0 \\ 0 & B_{moe} & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 \\ B_{mbse} & 0 & 0 & 0 \\ B_{mbse} & 0 & 0 & B_{mbse} \end{bmatrix} \]  

(21b)

\[ C_{rl} = \begin{bmatrix} 0 & 0 & 0 & C_{s1} \\ 0 & 0 & 0 & C_{s4} \end{bmatrix} \]  

(21c)

B. Rate-Loop Model With Active Elevation or Azimuth Brakes

Most frequently, the antenna dynamics are simulated with elevation and azimuth drives active simultaneously.
there are situations, however, when either the azimuth or
elevation brakes are on and only one antenna drive is ac-
tive. There are two ways of modeling the brake action in
this case. In the first way, the numerical value to the pa-
rameter $\kappa$, shown in Fig. 5, is set. For an active brake, the
tachometer shaft is still, hence $\omega_m = 0$. This is obtained
by setting $\kappa = 0$ in Fig. 5. For the case where the brake
is off, one sets $\kappa = 1$. Despite its simplicity, this approach
leads to an unnecessarily large model. The dynamics of
the drive with the active brakes are included in the model,
although the drive is not active. This disadvantage is re-
moved by deriving separate models for the antenna with
active brakes.

Block diagrams of the antenna control systems with ac-
tive brakes are shown in Fig. 9. For the active elevation
brakes, the elevation torque $T_e$ is due to elastic deforma-
tion of the pinion shaft, hence,

$$T_e = k_{goa} \theta_{pa} = k_{goa} [C_{spe} \; 0] x_s$$

Thus, the equation for the antenna structure is

$$\dot{x}_s = A_s x_s + \begin{bmatrix} 0 \\ B_{sce} \end{bmatrix} [C_{spe} \; 0] x_s + B_{sao} T_a + B_{saa} T_a$$ (22a)

and the following matrix for active elevation brakes is ob-
tained:

$$A_{se} = A_s + \begin{bmatrix} 0 \\ B_{sce} C_{spe} \end{bmatrix}$$ (22b)

For the case of active elevation brakes, the state variable
$x_e$ representing the elevation drive is zero. These states are
no longer necessary, and may be removed from the state
vector $x_{ri}$. As a result: the first row and column of matrix
$A_{ri}$ are deleted and the matrix $A_s$ is replaced with $A_{se}$;
the first row and the first and third columns of matrix $B_{ri}$
are deleted (no $T_e$ and $v_{tas}$ inputs); and the first column of
matrix $C_{ri}$ is removed. The block diagram of the rate-loop
system with active elevation brakes is shown in Fig. 9(a).

As in the case for elevation, the torques at the az-
imuth drive, due to active azimuth brakes, are determined
through the azimuth drive’s stiffness and pinion angle of
rotation

$$T_a = k_{goa} \theta_{pa} = k_{goa} [C_{spa} \; 0] x_s$$

The resulting structure equation is

$$\dot{x}_s = A_s x_s + \begin{bmatrix} 0 \\ B_{sce} \end{bmatrix} [C_{spa1} \; 0] x_s + \begin{bmatrix} 0 \\ B_{2s} \end{bmatrix} [C_{spa2} \; 0] x_s + B_{sce} T_e$$ (23a)

Thus, the structure matrix with azimuth brakes active is

$$A_{sa} = A_s + \begin{bmatrix} 0 \\ B_{sce} C_{spa1} + B_{2s} C_{spa2} \end{bmatrix}$$ (23b)

For the case where the azimuth brakes are active, the
state variables $x_{a1}$ and $x_{a2}$, representing the states of the
azimuth drives, are zero. These states may be removed from
the state vector $x_{ri}$. The rate-loop matrix $A_{ri}$ in Eq. (21a) in
this case has the second and the third rows and columns deleted
and the matrix $A_s$ is replaced with $A_{sa}$; the matrix $B_{ri}$
has its second and third rows, and second, fourth, and fifth columns deleted (no $T_a$, $T_a$, and $v_{tas}$ inputs);
and matrix $C_{ri}$ has its second and third column deleted. The block diagram of the rate-loop system
with active elevation brakes is shown in Fig. 9(b).

C. Model Reduction

Some of the poles of the rate-loop model are at zero;
hence, the reduction procedure from Appendix B is ap-
plied. Note that the state triple $(A_{ri}, B_{ri}, C_{ri})$ is returned
as a quadruple $(A_{ri}, B_{ri}, C_{ri}, D_{ri})$ after reduction

$$(A_{ri}, B_{ri}, C_{ri}) \Rightarrow (A_{ri}, B_{ri}, C_{ri}, D_{ri})$$ (24)

Singular values of the balanced antigrammians of the
rate-loop model are shown in Fig. 10. The rate-loop model
designed from the reduced structural, elevation drive, and
azimuth drive models consists of 35 states. It is reduced
to 27 states—singular values of states 28 through 35 are
large enough to have these states removed. The frequency
response of the reduced model is compared with the re-
sponses of the full model in Figs. 11 and 12 (the full model
consists of a full antenna structural mode, and full azimuth
and elevation drive models—all together 90 states).
V. Position Loop Model

The rate-loop system, with the position loop closed, is shown in Fig. 13. A proportional-plus-integral (PI) controller is applied. Consider first the series connection of the rate-loop system and the controller, as in Fig. 13(a). Define new state variables \( x_{ei} \) and \( x_{ai} \)

\[
\dot{x}_{ei} = \dot{\theta}_{eo} \quad \text{and} \quad \dot{x}_{ai} = \dot{\theta}_{ao} \tag{25}
\]

and the state vector \( x_o \) for the series connection \( x_o^T = [x_{ri}^T \; x_{ei} \; x_{ai}] \). The system output is

\[
y_o = \begin{bmatrix} \theta_e \\ \dot{\theta}_e \\ \theta_a \\ \dot{\theta}_a \end{bmatrix} = \begin{bmatrix} C_e x_{ri} + d_{ee} r_e + d_{ea} r_a \\ C_a x_{ri} + d_{ae} r_e + d_{aa} r_a \\ \end{bmatrix}
\]

where \( d_{ee}, d_{ae}, d_{ea}, \) and \( d_{aa} \) are entries of \( D_{ri} \) obtained in Eq. (24). The input is \( u_o^T = [\theta_{eo} \; \theta_{ao}] \) and the inputs to the rate-loop systems are

\[
r_e = k_{pee} \theta_{eo} + k_{tie} x_{ei} \quad \text{and} \quad r_a = k_{ppa} \theta_{ao} + k_{tia} x_{ai} \tag{26}
\]

where \( k_{pee}, k_{tie}, k_{ppa}, \) and \( k_{tia} \) are proportional and integral parameters of the controllers. The equations for the rate-loop systems are

\[
\dot{x}_{rl} = A_{rl} x_{rl} + B_e r_e + B_a r_a \tag{27}
\]

Combining Eqs. (25), (26), and (27), one obtains

\[
\dot{x}_o = A_o x_o + B_o u_o \quad \text{and} \quad y_o = C_o x_o + D_o u_o \tag{28}
\]

where

\[
A_o = \begin{bmatrix} A_{rl} & k_{tie} B_e & k_{tia} B_a \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
B_o = \begin{bmatrix} k_{pee} B_e & k_{ppa} B_a \\ 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

\[
C_o = \begin{bmatrix} C_e & k_{tie} d_e & k_{tia} d_a \\ C_a & k_{tie} d_e & k_{tia} d_a \end{bmatrix}
\]

\[
D_o = \begin{bmatrix} k_{pee} d_e & k_{ppa} d_a \\ k_{pee} d_e & k_{ppa} d_a \end{bmatrix}
\]

and \( B_e \) and \( B_a \) are the first and the second columns of \( B_{rl} \).

For the closed-loop system

\[
u_o = y_{com} - y_o \tag{29}
\]

where \( y_{com} = [\theta_{ecom} \; \theta_{aom}] \) is a command signal. Introducing Eq. (29) to Eq. (28), one obtains

\[
\begin{aligned}
\dot{x}_{cl} &= A_{cl} x_{cl} + B_{cl} y_{com} + B_{clw} f_w \\
y_o &= C_{cl} x_{cl} + D_{cl} y_{com}
\end{aligned} \tag{30}
\]

The closed-loop system matrices are

\[
\begin{bmatrix} A_{cl} = A_o - B_o C_o, & B_{cl} = B_o, \\
C_{cl} = C_o - D_o C_o, & D_{cl} = D_o
\end{bmatrix} \tag{31}
\]

and the wind input matrix \( B_{clw} \) is obtained from the sixth \( (B_{rl6}) \) and the seventh \( (B_{rl7}) \) columns of \( B_{rl} \)

\[
B_{clw} = \begin{bmatrix} B_{rl6} & B_{rl7} \\ 0 & 0 \\ 0 & 0 \end{bmatrix}
\]

The closed-loop system performance is illustrated in Figs. 14 and 15 in the frequency domain, and in Figs. 16 and 17 in the time domain.

VI. Wind Disturbance Simulations

In order to evaluate the antenna pointing error due to wind disturbances, two separate problems need to be investigated. First, wind forces acting on the antenna structure should be determined. Wind properties have been studied in [6,7], although wind forces acting on the antenna structure are not yet satisfactorily known. Secondly, the antenna model for simulation of the pointing error due to
wind disturbances should be developed. In this section, the latter problem is considered, presenting the wind disturbance simulation tools and simulation results for the assumed wind force properties.

The wind input to the antenna model is applied through the input matrix $B_{wind}$ given in Section II. The entries of this matrix are large in comparison to the entries of the remaining input matrices $B_{e1}, B_{e2}$, and $B_{s2}$ for the elevation and azimuth pinion torques. The large values of $B_{wind}$ appeared in the wind acts directly on the tipping structures, while torques act indirectly through the gearboxes, being reduced by the gearbox ratios. The large value of $B_{wind}$ is a dominant factor in the reduction of the structural model; hence, it is compensated for by setting the appropriate weighting for the wind input—in this case the wind input weight is $10^{-3}$. The input matrix $B_{wind}$ is determined for a wind speed of 100 mph, and for this speed a unit wind force of $F_{uw} = 1$ lb is applied. The force $F_w$ (lb) for the speed $v_w$ (mph) is

$$F_w = \alpha_w^2 F_{uw} \quad \text{and} \quad \alpha_w = \frac{v_w}{100} \quad (32)$$

The reduction procedure for the model with wind disturbances is similar to that presented above, however, the results are different. The plot of the Hankel singular values for the structure with the wind input is presented in Fig. 18. Comparing this plot with the one in Fig. 2 shows that a different set of modes plays the most important role in the system reduction. The wind input to the rate-loop model and the position loop model is given in Sections IV and V, respectively. The magnitude of the transfer function from the wind in the $x$ and $y$ directions to the elevation and cross-elevation pointing errors is shown in Fig. 19. The figures show that the flexible part of the antenna has a significant part in the pointing error balance.

Two kinds of antenna pointing error due to wind disturbances have been simulated: static error due to constant wind pressure, and dynamic error due to wind turbulence. The following results for the static wind load are obtained. For a 30-mph $x$-direction wind, the elevation pointing error is 2.1 mdeg and the cross-elevation pointing error is 8.9 mdeg. For a 30-mph $y$-direction wind, the elevation pointing error is 0.5 mdeg and the cross-elevation pointing error is 0.08 mdeg. The small pointing error due to the wind in the $y$ direction is a result of the integrating action of the controller.

The dynamic wind force is generated as a random white-noise process pre-filtered by a filter with the spectral properties presented in Fig. 20. The obtained spectrum is an arbitrarily selected wind spectrum, a rough approximation of the Davenport model of the wind for a filter with $f_{max} = 0.1$ Hz, where $f_{max}$ is the frequency of maximal value of the spectrum. Simulations have been performed for the position loop model consisting of 39 states. The forcing function is shown in Fig. 21, with a root mean square (rms) value equal to 0.018 lb (20 percent of the static pressure). The antenna pointing errors, in both elevation and cross-elevation, are presented in Fig. 22. For an $x$-direction wind, the rms error in elevation is 0.61 mdeg, and in cross-elevation it is 2.45 mdeg. For a $y$-direction wind, the rms error in elevation is 2.87 mdeg, while in cross-elevation, it is 0.21 mdeg. Note that the static pointing error is dominant for the $x$-direction wind, and the dynamic pointing error is dominant for the $y$-direction wind. The $y$-direction static action of the wind is sensed by the elevation encoder and is compensated for by the PI controller, while the static $x$-direction wind and the dynamic wind are barely registered by the encoder and are thus not compensated for by the controller. Again, the dynamic pointing error, due to some arbitrariness in selecting the filter, is an approximate result. More studies on wind force properties need to be done.

VII. Conclusions

In this article the modeling procedures and reduction techniques for the DSS 13 antenna structure and its control system have been presented. Through balancing the system controllability and observability properties, a reduced system model has been obtained. Antenna dynamics, rate-loop dynamics, and dynamics of a system with a closed position loop have been simulated. The model allows one to simulate elevation dynamics, cross-coupled dynamics in azimuth and elevation, and the dynamic radio-frequency pointing error due to command inputs and wind disturbances.
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Fig. 1. Forces and velocities at the bull-gear-pinion connection.

Fig. 2. Hankel singular values for the antenna structure.
Fig. 3. Magnitudes of the transfer function of the full (42 states) (solid line) and the reduced (20 states) (dashed line) models of the antenna structure.
Fig. 3 (contd.).
Fig. 4. Drive system model.
Fig. 5. Drive subsystem $G_0$. 
Fig. 6. Singular values of the balanced antigrannians for the elevation and azimuth drives.
Fig. 7. Magnitudes of the transfer function of the full (16 states) and reduced (5 states) drive systems for the elevation drive input: rate command.
Fig. 8. Rate-loop model.
Fig. 9. Rate-loop model with active (a) elevation brakes and (b) azimuth brakes.
Fig. 10. Singular values of the balanced antigrammians for the rate-loop model.
Fig. 11. Magnitudes of transfer function for the full (90 states) and the reduced (27 states) rate-loop model with elevation rate command input: (a) elevation rate, (b) elevation motor rate $\omega_m$, (c) elevation torque, (d) azimuth rate, (e) AZ1 motor rate $\omega_m$, and (f) AZ1 torque.
Fig. 12. Magnitudes of transfer function for the full (90 states) and the reduced (27 states) rate-loop model with azimuth rate command input: (a) elevation rate, (b) elevation motor rate $\omega_m$, (c) elevation torque, (d) azimuth rate, (e) AZ1 motor rate $\omega_m$, and (f) AZ1 torque.
Fig. 12 (contd).
Fig. 13. Position loop system: (a) open and (b) closed.
Fig. 14. Magnitudes of transfer function for the position loop system with elevation command: (a) elevation encoder reading, (b) elevation torque, (c) azimuth encoder reading, (d) AZ1 torque, (e) elevation pointing error, and (f) XEL pointing error.
Fig. 14 (contd).
Fig. 15. Step responses of the position loop system with elevation command at 1 radian: (a) elevation encoder reading, (b) elevation torque, (c) azimuth encoder reading, (d) AZ1 torque, (e) elevation pointing error, and (f) XEL pointing error.
Fig. 15 (contd).
Fig. 16. Magnitudes of transfer function for the position loop system with azimuth command: (a) elevation encoder reading, (b) elevation torque, (c) azimuth encoder reading, (d) AZ1 torque, (e) elevation pointing error, and (f) XEL pointing error.
Fig. 16 (contd).
Fig. 17. Step responses of the position loop system with azimuth command at 1 radian: (a) elevation encoder reading, (b) elevation torque, (c) azimuth encoder reading, (d) AZ1 torque, (e) elevation pointing error, and (f) XEL pointing error.
Fig. 17 (contd).
Fig. 18. Hankel singular values for the antenna structure with the wind input.
Fig. 19. Magnitudes of transfer functions of the closed-loop system: (a) from the wind force in x-direction to the elevation pointing error, (b) from the wind force in x-direction to the XEL pointing error, (c) from the wind force in y-direction to the elevation pointing error, and (d) from the wind force in y-direction to XEL pointing error.
Fig. 21. Wind force acting on the tipping structure for wind 30 mph and with
$f_{max} = 0.1$ Hz and rms ($f_{wind}$) = 0.18.
Fig. 22. Closed-loop antenna responses to 30 mph wind, $f_{\text{max}} = 0.1$ Hz, and rms $f_{\text{wind}} = 0.18$: (a) elevation pointing error, $x$-direction wind, (b) XEL pointing error, $x$-direction wind, (c) elevation pointing error, $y$-direction wind, and (d) XEL pointing error, $y$-direction wind.
Fig. 22 (contd).
Appendix A

Parameters of the DSS 13 Antenna

The structural parameters for the DSS 13 antenna are:

\[ \alpha = 25 \text{ deg} \]

\[ \zeta_i = 0.005 \quad \text{for } i = 1, \cdots, 21 \]

node numbers are \( nc = 5380, no = 86, 302, nu = 86, 881, \) and \( nb = 41, 212 \)

\[
\Omega = \text{diag} (0, 0, 12.4344, 13.1067, 19.6287, 19.9805, 21.9158, 25.8490, 27.9288, 28.6011, 34.9094, 35.5126, 36.8760, 41.3559, 42.3047, 44.9499, 47.0485, 48.1292, 49.4675, 52.9547, 57.2524)
\]

\[
\]

modal matrix \( \Phi = [\phi_1, \phi_2, \cdots, \phi_{21}] \), where \( \phi_i \) is \( i \)th mode shape and \( \phi_i = [\phi_{i1}, \phi_{i2}, \cdots, \phi_{i21}]^T \), where \( \phi_{ij} \) is \( j \)th component of the \( i \)th mode.

The rate-loop system parameters for the DSS 13 antenna are:

\[ k_1 = 716.197 \text{ V sec/rad} \]

\[ k_m = 15.72 \text{ lb/A for elevation} \]

\[ k_m = 15.36 \text{ lb/A for azimuth} \]

\[ k_b = 1.79 \text{ V sec/rad} \]

\[ k_s = 0.8 \text{ V/V} \]

\[ k_{iach} = 0.0384123 \text{ V sec/rad for elevation} \]

\[ k_{iach} = 0.037337 \text{ V sec/rad for azimuth} \]

\[ k_r = 80 \text{ V/sec V for a range of 49–83} \]

\[ k_i = 87.13 \text{ V/sec V} \]

\[ k_{iis} = k_{iia} = 0.1 \]

\[ k_{ppe} = k_{iia} = 0.5 \]

\[ k_{cur} = 0.12658 \text{ V/A} \]

\[ k_f = 54 \text{ V/V} \]

\[ k_{g0} = 1.5 \times 10^7 \text{ lb/rad for elevation} \]

\[ k_{g0} = 2.0 \times 10^7 \text{ lb/rad for azimuth} \]

\[ k_{ctfr} = 0.33 \]

\[ k_{ct} = 0.11111 \]

\[ k_{bs} = 0.66 \]

\[ \tau_1 = 0.0003662 \text{ sec} \]

\[ \tau_2 = 0.094 \text{ sec} \]

\[ \tau_3 = 0.002 \text{ sec} \]

\[ \tau_4 = 0.00484 \text{ sec} \]

\[ \tau_5 = 0.0021 \text{ sec} \]

\[ \tau_6 = 0.7304 \text{ sec} \]

\( N = 354 \) for elevation

\( N = 595 \) for azimuth
\[ J_m = 1.236 \text{ lb/sec}^2 \text{ for elevation} \]
\[ J_m = 1.0848 \text{ lb/sec}^2 \text{ for azimuth} \]
\[ R_a = 0.456 \, \Omega \text{ for elevation} \]
\[ R_a = 0.668 \, \Omega \text{ for azimuth} \]
\[ L_a = 0.011 \, H \text{ for elevation} \]
\[ L_a = 0.0144 \, H \text{ for azimuth} \]
Appendix B

Model Reduction for Systems With Integrators

Model order reduction methods for stable linear systems are based on joint controllability and observability tests, through balancing of system grammians [2]. For linear unstable systems, various techniques based on properties of the controllability and observability grammians have been developed [8,9,10]. Consider a system with integrators whose output is an integral of an input. It has a pole (or poles) at zero, consequently, its controllability and observability grammians do not exist, and model reduction based on its grammian properties cannot be executed. Systems with integrators, however, are controllable and observable, hence, these properties can still be used for model reduction. In this appendix the reduction algorithm for systems with integrators is derived, and systems with integrators are defined as follows.

**Definition B.1.** A linear system with the state-space representation \((A, B, C, D)\), \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{q \times n}\), and \(D \in \mathbb{R}^{q \times p}\), is a system with integrators if its \(n - m\) poles are stable, the remaining \(m\) poles are at zero, and it is observable and controllable, see [11]. It is assumed also that \(A\) is nondefective [12] (geometric multiplicity of poles at zero is \(m\)).

Systems with integrators are linear systems commonly encountered in control design and analysis. This appendix presents a reduction method, by introducing antigrammians.

**Definition B.2.** For a controllable and observable triple \((A, B, C)\), the matrices \(V_c\) and \(V_o\) satisfying the following Riccati equations:

\[
\begin{align*}
V_c A + A^T V_c + V_c B B^T V_c & = 0 \\
V_o A^T + A^T V_o + V_o C^T C V_o & = 0
\end{align*}
\]  

are the controllability and observability grammians.

For stable controllable and observable systems \(V_o = W_o^{-1}\) and \(V_c = W_c^{-1}\), where \(W_c\) and \(W_o\) are controllability and observability grammians and satisfy the Lyapunov equations

\[
\begin{align*}
AW_c + W_c A^T + B B^T & = 0 \\
W_o A + A^T W_o + C^T C & = 0
\end{align*}
\]

are the controllability and observability grammians.

Note that the grammians for a system with integrators do not exist, but antigrammians do; for an unobservable or uncontrollable system antigrammians do not exist, but grammians do. The existence of antigrammians is exploited for the balancing and model reduction of systems with integrators.

For a stable, controllable, observable, and balanced system the grammians as well as the antigrammians are equal and diagonal

\[W_o = W_o = \Gamma, \quad V_c = V_o = \Pi, \quad \Pi = \Gamma^{-1}\]

where \(\Gamma = \text{diag}(\gamma_i)\) and \(\Pi = \text{diag}(\pi_i)\) for \(i = 1, 2, \ldots, n\), and satisfy the following equations:

\[
\begin{align*}
\Pi A_k + A_k^T \Pi + \Pi B_k B_k^T \Pi & = 0 \\
\Pi A_k^T + A_k \Pi + \Pi C_k^T C_k \Pi & = 0 \\
A_k \Gamma + \Gamma A_k^T + B_k B_k^T & = 0 \\
\Gamma A_k + A_k^T \Gamma + C_k^T C_k & = 0
\end{align*}
\]

The representation \((A_k, B_k, C_k, D)\) is balanced.

**Proposition B.1.** For a balanced system with integrators one obtains \(\Pi = \text{diag}(0_m, \Pi_o)\), where \(0_m\) is an \(m \times m\) zero matrix, and \(A_k\) is block-diagonal, \(A_k = \text{diag}(0_m, A_o)\).

**Proof.** Consider \(A, B,\) and \(C\) in the form

\[A = \text{diag}(0_m, A_o), \quad B^T = [B_r^T \quad B_o^T], \quad C = [C_r \quad C_o]\]

Matrix \(A\) in the form of Eq. (B-4) always exists due to \(m\) poles at zero, and \(B\) and \(C\) exist due to nondefectiveness of \(A\). From Eq. (B-1a) it follows that:

\[V_c B_r = 0, \quad C_r V_o r = 0, \quad V_c r = 0, \quad V_o r = 0\]

where \(V_c\) and \(V_o\) are divided conformably to \(A\):

\[
V_c = \begin{bmatrix} V_{crr} & V_{cro} \\ V_{cro}^T & V_{cco} \end{bmatrix}, \quad V_o = \begin{bmatrix} V_{orr} & V_{oro} \\ V_{oro}^T & V_{ooo} \end{bmatrix}
\]
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For a controllable and observable system (by Definition B.1) the matrices \( B_r \) and \( C_r \) are of full rank, thus it follows from Eq. (B-5) that \( V_{err} = 0 \), \( V_{orr} = 0 \), and that \( V_r = \text{diag}(0_m, V_{oor}) \), \( V_o = \text{diag}(0_m, V_{ooo}) \), which in balanced coordinates gives \( II = \text{diag}(0_m, II_o) \).

**Proposition B.2.** A balanced representation of a system with integrators \( (A_b, B_b, C_b, D) \) is obtained by the transformation \( T_b \)

\[
A_b = T_b^{-1} A T_b, \quad B_b = T_b^{-1} B, \quad C_b = C T_b \quad (B-6)
\]

where

\[
T_b = T_1 T_2 \quad (B-7)
\]

The transformation \( T_1 \) turns \( A \) into block-diagonal form \( A_1 = \text{diag}(0_m, A_o) \), e.g., into real modal form

\[
A_1 = T_{1r}^{-1} A T_{1r} \quad (B-8)
\]

and the transformation \( T_2 \) is represented by the form \( T_2 = \text{diag} (I_m T_{bo} \), where \( I_m \) is an identity matrix of order \( m \), and \( T_{bo} \) balances \( A_o \)

\[
A_{bo} = T_{bo}^{-1} A_o T_{bo} \quad (B-9)
\]

**Proof.** Immediate, by introducing Eq. (B-5) into Eq. (B-3a).

The antigrammian \( II \) of a balanced system with integrators is ordered increasingly

\[
II = \text{diag}(\pi_1, \pi_2, \ldots, \pi_{n-1}, \pi_n) \quad (B-10)
\]

where \( \pi_i \geq 0 \) and \( \pi_i+1 \geq \pi_i \) for \( i = 1, \ldots, n \), with the first \( m \) singular values at zero, \( \pi_i = 0 \) for \( i = 1, \ldots, m \). The system is reduced by truncating the last \( n-k \) states of the balanced representation and leaving its first \( k \) states. Let the matrices \( A_b, B_b, \) and \( C_b \) be partitioned conformably

\[
A_b = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad B_b = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad C_b = [C_1, C_2] \quad (B-11)
\]

then the reduced system representation \( (A_r, B_r, C_r, D_r) \) is \( A_r = A_{11}, B_r = B_1, C_r = C_1, \) and \( D \) remains unchanged. The system can also be reduced by the enhanced low-frequency approximation, see [13,14]

\[
A_r = A_{11} - A_{12} A_{22}^{-1} A_{21},
\]

\[
B_r = B_1 - A_{12} A_{22}^{-1} B_2,
\]

\[
C_r = C_1 - C_2 A_{22}^{-1} A_{21},
\]

\[
D_r = D - C_2 A_{22}^{-1} B_2 \quad (B-12)
\]