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The purpose of this article is to describe an architecture for the DSN information
system in the years 2000-2010 and to provide guidelines for its evolution during the
1990s. The study scope is defined to be from the front-end areas at the antennas to
the end users (spacecraft teams, principal investigators, archival storage systems,
and non-NASA partners). The architectural vision provides guidance for major
DSN implementation efforts during the next decade. A strong motivation for the
study is an expected dramatic improvement in information-systems technologies,
such as: computer processing, automation technology (including knowledge-based
systems), networking and data transport, software and hardware engineering, and
human-interface technology.

The proposed Ground Information System has the following major features: uni-
fied architecture from the front-end area to the end user; open-systems standards
to achieve interoperability; DSN production of level 0 data; delivery of level 0 data
from the Deep Space Communications Complex, if desired; dedicated telemetry
processors for each receiver; security against unauthorized access and errors; and
highly automated monitor and control.
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l. Introduction
A. Background

The Deep Space Network (DSN) is the largest, most
sensitive scientific telecommunications and radio naviga-
tion network in the world. Its principal responsibilities
are to support automated interplanetary spacecraft mis-
sions and radio and radar astronomy observations in the
exploration of the solar system and the universe. The DSN
also supports high-Earth orbiter, lunar, and shuttle mis-
sions.

The DSN is managed, technically directed, and oper-
ated for the National Aeronautics and Space Administra-
tion (NASA) by the Jet Propulsion Laboratory (JPL), Cal-
ifornia Institute of Technology, Pasadena, California. This
study responds to the following action item developed by
the 1990 JPL Telecommunications and Data Acquisition
(TDA) NASA Office of Space Operations (OSO) Planning
Workshop: “Perform a study of the DSN information sys-
tem architecture and recommend guidelines for its evolu-
tion.”

It is timely that such guidelines be developed because
of such improvements in information technology as:

(1) Dramatic advances in computer hardware and soft-
ware.

(2) Reduced size of computers and other processing el-
ements due to very large-scale integration (VLSI).

(3) Dramatic increase in ground comrmunication data
rates using optical fiber.

(4) Improved ability to internetwork local area and wide
area networks.

(5) Efforts by the U. S. Government and the interna-
tional community to standardize network protocols.

(6) Efforts by the U. S. Government to standardize soft-
ware.

(7) Advances in distributed computing.

(8) Advances in providing assistance to decision makers
by means of artificial intelligence (AI) and visualiza-
tion techniques.

(9) Advances in computer—human interfaces, including
multimedia, interactivity, computer-supported co-
operative work, and virtual reality.

New projects in NASA’s interplanetary exploration
program require increased communications and tracking
capabilities that must be implemented while maintaining
support for existing projects. There is also a requirement

to increase DSN availability beyond its already high level.
Additional missions will have a tendency to increase de-
velopment, implementation, maintenance, and labor force
costs, and it 1s believed that these new technologies will
enable significant reduction of these costs.

B. Purpose

The purpose of the study is to develop an architec-
ture for the Ground Information System (GIS) in the years
2000-2010 and to provide guidelines for its evolution dur-
ing the 1990s. The study also provides a forecast of in-
formation systems technologies that are pertinent to the
GIS. Where forecasted technologies are inadequate for the
projected architectural needs of the GIS, the study recom-
mends appropriate pathfinder work. A flexible transition
approach is developed, with the expectation that most im-
provements to the architecture will appear evolutionary,
although they are concentrated on a clearly defined vision
of the future architecture.

C. Scope

In order to allow for creativity in the selection of archi-
tectural candidates, the information systems boundaries
for the study were deliberately chosen without consider-
ation for current organizational boundaries. Specifically,
the scope was defined to be the Ground Information Sys-
tem (Fig. 1), which extends from the ground side of the
antenna front-end assemblies to the end user (spacecraft
teams, principal investigators, archival storage systems,
and non-NASA partners). This choice keeps the scope
within bounds (i.e., only ground systems), but allows flex-
ibility in defining where ground processing functions are
performed. For example, the current interface between
the DSN and the Space Flight Operations Center (SFOC)
is not considered to be a constraint. After an appropriate
technical solution is determined, organizational decisions
may be made (outside the scope of this study) and appro-
priate interfaces defined.

The GIS functions include processing (telemetry, track-
ing, command, radio science, and very long baseline inter-
ferometry [VLBI]), monitor and control of the front ends
and the GIS, and data delivery and management. The
focus of the study is on multimission functions; project-
unique activities will be dealt with only as external re-
quirements. Issues that provide both focus and motivation
for the study include:

(1) The degree of automation and centralization of the
monitor and control function.

(2) The degree of distribution of computing and control
functions.
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(3) The feasibility of implementing an open systems ar-
chitecture.

(a) Cost and performance.

(b) Security.
(4) The modularity and reconfigurability of the GIS.
(5) Communication alternatives.

(6) The choice of functions to be generic multimission
functions.

(7) The limits and capabilities of technology.

D. Evaluation Criteria

Architectural candidates have been developed that
meet planned performance requirements and are evaluated
with respect to the following criteria:

(1) Performance, including the degree of margin for un-
planned mission support.

(2) Life-cycle cost, including development, implementa-
tion, maintenance, and workforce costs.

(3) Operability, including manageability and human-
interface simplicity.

(4) Flexibility, evolvability, and growth potential.

(5) Availability, including fault-tolerance, reliability,

and maintainability.

(6) Technical risk, including ease of transition.

Emphasis in this study is on general advantages and
disadvantages of the candidate architectures relative to a
baseline (the current architecture) or to the other com-
peting candidates. Accurate measures of the above crite-
ria (especially cost) require more design effort than is ap-
propriate for a high-level architectural study. Sensitivity
of the recommendations to technology advances is consid-
ered.

E. Organization of This Article

The remainder of this article is organized as follows:

Section II. Requirements: This section provides a
functional partitioning of future require-
ments, and discusses the current functional
architecture, system interfaces, future mis-
sion requirements and end-user interfaces.
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Section III. Technology Forecast and Projected Impact:
This section includes discussions of com-
puters, software, data transport, human in-
terfaces, and their potential impact on the
DSN information system.

Section IV. Architectures: Processing, monitor and
control, data transport, and software ar-
chitecture discussions are included in this
section.

Section V. Transition Approach: This section de-
scribes a plan for evolving in an orderly
way from the current architecture to the
envisioned architecture.

Section VI. Summary: This section highlights the most
significant conclusions derived from evalu-
ating the DSN requirements and technol-
ogy, including recommendations for achiev-
ing the strategic objectives.

Appendix A. Acronyms: This section provides defini-
tions of all acronyms used.

Appendix B. Glossary: This section provides more de-
tailed descriptions of certain terms used.

Il. Requirements

A. Functions

A functional partitioning of future requirements for the
GIS is shown in Fig. 2. This figure illustrates functional
interrelationships of the various subsystems and clarifies
areas where functional commonality exists. An easy ref-
erence, it should help to ensure that any proposed design
will address the functions needed to meet the long-term
requirements. Several strategic goals for the GIS are de-
scribed in Table 1. Some of these goals are included later
(Section IV) as evaluation criteria when the architectures
are discussed.

1. Processing. This section describes the existing gen-
eral functions of the GIS. It is believed that future designs
will embody most of the major functions that exist in the
GIS today. There are three Deep Space Communications
Complexes (DSCC'’s), each identical in terms of function,
which are located in Goldstone, California; Madrid, Spain;
and Canberra, Australia. Communication circuits that
link JPL to the three global sites are managed by the
Ground Communications Facility (GCF).

Each DSCC has a number of antenna stations dis-
tributed across its site with an associated set of electron-



ics. These antennas and their associated control rooms
and electronics are called Deep Space Stations (DSS’s).
They perform a limited amount of analog signal process-
ing before transmitting an analog signal to a collocated
central area called the Signal Processing Center (SPC),
shown in Fig. 3. If several antennas are arrayed to detect
the usually weak spacecraft radio signal, the analog sig-
nals from several DSS’s may be combined before further
SPC processing. After the SPC has filtered and amplified
the resultant analog signal, the telemetry, tracking, radio
science, and VLBI data are digitally processed.

In the current system, the resulting digital data may
be communicated to JPL over long-haul communications
circuits, or stored on magnetic tape and shipped. Various
types of processing take place at JPL in the SFOC, in-
cluding deletion of duplicate data acquired by two DSCC'’s
in the event of overlapping coverage during an encounter.
Much of the current SFOC processing is mission-specific;
however, it is expected that future missions will share iden-
tical standard data structures and coding techniques be-
cause of ongoing development of standards by the Consul-
tative Committee for Space Data Systems (CCSDS).

a. Telemetry. Some spacecraft projects request that
their data be immediately transmitted to JPL upon recep-
tion (i.e., real-time data). Rapid delivery depends on the
availability of appropriate long-haul circuits. This type of
data is delivered in the order that it is received at the an-
tenna, delayed only by initial processing and the length of
time it takes to traverse the network. In the event of errors
in transmission (i.e., missing data blocks), retransmission
may be requested later by the user—a process called post-
pass replay. Other projects prefer that data be stored on
magnetic tape and either mailed back to JPL or replayed
at a slower rate over long-haul communication circuits (i.e.,
non-real-time data). Non-real-time delivery is more eco-
nomical when the spacecraft downlink rates are very high
or volume is very large.

The DSCC Telemetry Subsystem (DTM) currently ac-
quires a digital telemetry baseband signal from the receiver
and converts it into the format required for further process-
ing at the SFOC to produce a data stream useful to the end
user. This telemetry processing function is accomplished
through a sequence of transformations that optimizes the
amount and correctness of data acquired in the presence
of noise. Deep space missions have significant variations
in the specific transformations that are applied. There are
also variations due to the different noise environments of
Earth orbiters and deep space missions.

(1) The Telemetry Source. Telemetry data originate in
the spacecraft, where information from several sen-

sors is multiplexed into a single binary stream and
is then modulated onto a subcarrier of the down-
link signal. Spacecraft engineering information may
be multiplexed into this signal or onto a separate
downlink subcarrier. The multiplexed stream is for-
matted into logical groups, or frames, for synchro-
nization purposes.

The telemetry data may be transmitted directly
without further coding if signal-to-noise ratios are
high on the spacecraft-Earth link; however, it is usu-
ally necessary in deep space missions to code the
telemetry data with additional bits and reconstruct
the correct data packets on Earth. The two princi-
pal coding schemes used in deep space missions are
convolutional, such as Viterbi codes, and block, such
as Reed-Solomon (RS) codes.

Both coding schemes reduce bit errors for a given
signal-to-noise ratio over uncoded transmissions, but
the bandwidth cost is the need to transmit addi-
tional bits from the spacecraft. For example, the
RS code used by Mars Observer has a block code
word structure of 10,000 bits, in which 8720 are
information bits, and the remaining 1280 are par-
ity (or check) bits. The rate of this code is R =
8720/10,000 = 0.87; thus, 87 percent of the bits re-
ceived are information.

Convolutional codes, on the other hand, are codes
in which n channel symbols are transmitted for each
information bit. Since each information bit leads
to n transmitted channel symbols, the rate is R =
1/n. Typical rates are 1/2 for high-Earth orbiters
and lunar missions and 1/6 for deep space missions.
Thus, in cases where R = 1/6 and the symbols are
represented by 8 bits, 1 information bit may lead to
transmitting and processing up to 48 bits.

Block and convolutional codes can operate on mul-
tisymbol sets. For example, the RS code above
treats each 8 bits of the code word as one symbol
because of the algebraic method used for correcting
burst errors. Thus, the RS code above is also re-
ferred to as a (255,223) 8-bit symbol RS code.

The implementation of a convolutional coder is
simpler, less costly, and more reliable than a block
coder for spacecraft operation. However, the in-
formation may be RS-coded prior to convolutional
coding to make the telemetry data resilient to both
random noise and burst errors. The overall rate of
information bits per transmitted binary symbol is
the product of the two coding processes. A more
quantitative discussion of the characteristics of the
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(2)
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telemetry stream (as well as deep space telecommu-
nications in general) may be found in [1].

Subcarrier Demodulation and Symbol Synchroniza-
tion. In order to extract the telemetry data at the
station, 1t is necessary to reverse the processing steps
performed on the spacecraft. First, the subcarrier is
removed by standard heterodyne means; next, bi-
nary symbol synchronization is established. Each
binary symbol is integrated for the duration of its
symbol time. In the absence of noise, positive and
negative integrated symbol values would be inter-
preted as ones and zeroes, respectively. However,
in the presence of noise, such a decision may not
always be correct. Rather than commit to a de-
cision at this point, the convolutional decoders are
designed to operate on soft symbols, i.e., the magni-
tudes of the outputs of the symbol integrator. Since
the decoders work in digital logic, the soft symbols
are quantized into 2™ levels per sample, which yields
a number in the range (—2"~1,2"~1 — 1) for each
soft symbol.

In the future, subcarrier demodulation, symbol
synchronization, and symbol-matched filtering will
be accomplished by the planned-for Block V re-
ceiver. At that time, the input to telemetry pro-
cessing will be a stream of soft symbols.

Telemetry Decoding. The next step in telemetry
processing is to transform the soft symbol stream
into an information bit stream. For uncoded data
(typical of older spacecraft and some Earth orbiters),
there is a one-to-one correspondence between sym-
bols and bits; symbols are converted to information
bits by simply taking the sign bit of each soft sym-
bol. However, when both convolutional and RS cod-
ing have taken place, two more processing stages are
necessary.

Current convolutional decoders use 3-bit symbols
(eight levels), but performance improvements are
possible through the use of 8-bit symbols (256 lev-
els of quantization). The logic speed (S) required
to process telemetry data must accommodate the
product QI(1/R,,)(1/R.) where @ is the soft sym-
bol quantization rate in bits per symbol, I is the
information bit rate, R,, is the Reed-Solomon rate,
and R, is the convolutional code rate. For example,
in the case where

Q@ = 8 bits per symbol

I =10° bps

(4)

(5)

b.

R., = 223/255
. =1/6
The logic speed S = 55 Mbps

Frame Synchronization. FEach frame consists of a
sequence of binary symbols; the beginning (or end)
of a frame is identified by a unique bit pattern called
the frame synchronization marker. Qutput from the
frame synchronizer marks the data in such a way
that subsequent telemetry transforms the data frame
by frame.

For the DSN, frame synchronization is useful as
a real-time data-quality monitor, and is a necessary
step before doing RS decoding. Among the com-
plications of frame synchronization are errors in the
frame synchronization pattern, false synchronization
(i.e., data in the frame that coincidentally match
the frame synchronization pattern), reversed data
(from spacecraft tape recorder dumps), and changes
in frame length.

Output Formatting. Corrected frames from the RS
decoder must be transmitted or recorded. Tradi-
tional transmission requires that the data be for-
matted into 4800-bit NASA Communications Net-
work (NASCOM) data blocks. Data in the blocks
include the NASCOM header and trailer, the teleme-
try header, telemetry partial status data, and the
actual telemetry data. Some missions have placed
non-NASCOM requirements for the content and or-
ganization of telemetry headers, partial status, and
data. Thus, output processing must support a vari-
ety of output block formats.

Newer missions, such as Mars Observer, will re-
quire the output blocks to be formatted in accor-
dance with CCSDS recommendations. Processing
is required to recognize CCSDS-compliant telemetry
packets and provide the capability to route different
packets to different destinations based on the virtual
channel identifier in the packet header.

Tracking. The DSCC Tracking Subsystem (DTK)

has the following primary functions:

(1) Control the transmitted uplink frequency to enable

initial signal acquisition by the spacecraft receiver
and maintain two-way communications in which the
radio signal is transmitted from the ground to the
spacecraft and relayed back to the ground receiver
in a phase-coherent manner.



(2) Measure the round-trip travel time of light to the
spacecraft, thereby enabling precise calculation of
the spacecraft range.

(3) Measure the Doppler shift on the radio signal re-
ceived from the spacecraft to give a precise indica-
tion of the spacecraft radial velocity.

Support information (generically called predictions or pre-
dicts), such as subsystem and instrument settings required
for uplink signal control, is generated by the Network Sup-
port Subsystem (NSS) at JPL and sent to the DTK to
support these functions; the DTK packages raw and com-
puted Doppler shift data into data blocks for transmission
back to the project navigation teams.

Frequency ramping commands go from the Metric Data
Assembly (MDA) to a digitally controlled oscillator ac-
cording to time-stepped predicts. The intention is to com-
pensate for the Doppler shift at the spacecraft and keep
the signal frequency received at the spacecraft within its
closed-loop bandwidth. The MDA utilizes some predicts
to construct acquisition profiles that are translated into
frequency ramp commands aimed at establishing a two-
way link with the spacecraft.

Ranging modulation from the current Sequential Rang-
ing Assembly (SRA) is in the form of square waves or sine
waves imposed on the subcarrier in a step-wise progression
from highest to lowest frequency. The highest frequency
now in use is 1 MHz and the lowest is 1 Hz. Capability is
provided in the SRA to go to at least 2 MHz. The detec-
tion and exact timing of these signals coherently relayed
back from the target spacecraft provides a precise estimate
of the spacecraft range (via the round-trip travel time of
light).

Doppler processing is done by the MDA to provide
project navigation and network monitor personnel with
a precise measurement of the Doppler shift at any given
time. Counts timed to the thousandth of a cycle are pro-
vided for the S-band and X-band receivers as well as for the
exciter reference frequency. Individual counts are taken
with a granularity of 10 times per second. The MDA com-
putes Doppler residuals from values provided by the NSS
in a separate support-data file. Range, Doppler, and resid-
ual data are sent to the spacecraft navigation team.

In the future, the received signals will be digitized in the
Block V receiver, and Doppler data will primarily contain
the difference between the received frequency and a known
reference frequency. The MDA will format the data and
include the uplink frequency data and other ancillary data
for transmission to the flight projects.

¢. Command. The DSCC Command Subsystem (DCD)
has as its primary function the transmission of commands
to the spacecraft. As part of this function it receives space-
craft commands from JPL, developed by Project Opera-
tions Centers (POC’s), processes those files, and transmits
individual elements from selected files. The commands are
received, verified, acknowledged, stored and subsequently
transmitted to the spacecraft from the Command Proces-

sor Assembly (CPA) at each DSCC.

Actual spacecraft commanding is done by one of sev-
eral methods of waveform modulation imposed upon the
subcarrier by the Command Modulator Assembly (CMA),
which has a maximum output of 2 kbps. The CPA, under
direction from the POC, sends binary command elements
to the CMA where they are modulated onto the subcarrier
and transferred to the transmitter exciter. Commands are
verified by a return line from the exciter to the CMA. Non-
favorable comparisons result in a cessation of the command
process and a notification sent to the POC.

d. Radio Science. Radio science is the analysis of sci-
entific information extracted from the variation in radio
signals coming from a spacecraft. Depending on the in-
formation being deduced, the variation of interest might
be the Doppler shift, phase, polarization, or the frequency
spectrum.

The received signal can have variations from three
causes:

(1) the motion of the spacecraft.

(2) the influence of the media through which the signal
passes.

(3) deficiencies in the hardware used to capture the sig-
nal data.

Media that can affect the signal include the atmosphere,
planetary rings, and solar corona. In order to detect the
sought-for effects, instability in the ground system fre-
quency standard must be minimized via ultrastable hard-
ware and by the removal of identifiable noise during signal
data processing.

Radio science signal processing performs the following
actions:

(1) Accepts commands from, and provides status to, the
operator.

(2) Obtains signal variation predictions from JPL.
(3) Provides tuning information to the receiver.

(4) Converts the analog signal to digital data.
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(5) Records signal data and ancillary data to storage.

(6) Reconstitutes the analog signal for real-time moni-
toring.

(7) Transmits partial signal data to JPL for validation.

e. VLBI. This technique uses extragalactic radio
sources to determine UT1, Earth polar motion, the relative
positions of stations on the Earth, clock synchronization
among the stations, and clock stability. VLBI is also used
to maintain and enhance the JPL catalog of extragalactic
radio sources. Delta-VLBI alternates between extragalac-
tic radio sources and spacecraft radio sources to accurately
determine the position of the spacecraft.

VLBI processing measures the time difference between
the arrival of a radio signal at two or more different re-
ceiving stations on the Earth (Fig. 4). The signal source
may be either a spacecraft or an extragalactic source. The
time difference is determined by correlating the two re-
ceived signals.

Narrow channel bandwidth (NCB) capability is nor-
mally utilized. However, for cataloging extragalactic ra-
dio sources, wide channel bandwidth (WCB) capability is
utilized. The radio signals are transmitted by the space-
craft and by extragalactic sources; received by two or more
physically distant DSN antennas; tuned and translated for
several simultaneous frequencies by the receivers; digitized
and stored by the signal processors (except for WCB datay);
and transmitted to JPL for correlation. The VLBI signal
processors perform the following functions:

(1) Accept commands from, and provide status to, the
operator.

(2) Provide tuning and control commands to both re-
celvers.

(3) Convert the NCB analog signal to digital data.

(4) Record the NCB signal and store ancillary data on
a disk.

(5) Store WCB ancillary data on tape.

(6) Transmit stored NCB data to JPL for correlation.

(7) Monitor the coherency of the signal and inserted
tones.

2. Monitor and Control. The DSN Monitor and
Control subsystem consists of JPL (Central Site) and
DSCC components. A summary of the major functlions
at each site follows.

(1) JPL. The Network Operations Control Center
(NOCC) is the present central-site focus for moni-
toring and is the primary interface between the DSN

288

and the POC’s. NOCC negotiates tracking sched-
ules and generates sequences of events (SOE’s), an-
gle and performance predictions, and standards and
limits. These support data are stored in databases
and periodically distributed to the DSCC’s. Dur-
ing spacecraft tracking, NOCC monitors the status,
configuration, and performance of DSN equipment
and subsystems. This function includes acquiring
real-time data from each DSCC and monitoring all
DSN missions. Monitoring is aided by real-time dis-
plays on workstations with alarm, event, and advi-
sory messages, and access to historical logs.

(2) DSCC Site. Prior to an acquisition, equipment is
configured to provide a logical processing sequence.
During an acquisition, operations personnel issue di-
rectives through a workstation to control the subsys-
tems. The functions are divided into two hierarchi-
cal subsystems: the Complex Monitor and Control
(CMC) and the Link Monitor and Control (LMC).

The CMC subsystem is responsible for unassigned
equipment pool monitoring, link assignment man-
agement, support data management and distribu-
tion to subsystems, multilink equipment monitoring,
configuration files maintenance, and equipment cal-
ibration.

Whereas the CMC covers all links at a Com-
plex, the LMC subsystem is concerned with only one
tracking antenna and its associated ground data sys-
tem elements. The main LMC functions are subsys-
tem control by operator directives, health and status
monitoring of subsystems, receipt and presentation
of subsystem configuration displays, and monitor
data distribution to POC’s (for missions launched
prior to 1991).

B. System Interfaces

In the following sections, the input and output inter-
faces to the GIS are identified and the data transfer rates
are estimated in order to provide a basis for performance
trade-offs in Section IV.A.

1. Input Interfaces. At the Central Site, inputs to
the GIS include mission schedules and sequences of events
from the POC’s to the NOCC and spacecraft commands
from the POC mission-support teams.

At the DSCC'’s, the inputs to the GIS include the space-
craft signals from the Block V receiver and monitor and
control data from many devices and subassemblies in the
front-end area.



a. Ceniral Site

Planning. Mission schedules and sequences of events
from the POC’s are communicated to the NOCC. The data
rates are generally low, less than 10 kbps.

Commands. Spacecraft commands are generated by the
flight project planning and sequence team and transmitted
to the DSCC Command subsystem through a central-site
interface. These data rates are also usually less than 10

kbps.

b. DSCC Site

Antennas. There are currently four primary antennas
at each complex: one 70-m antenna, two 34-m antennas,
and one 26-m antenna. A 10-m antenna is currently being
added. A new antenna every three years is forecasted, for
a total of about seven to ten antennas at each complex by
the years 2000-2010.

Block V_Receiver. The Block V receiver is a planned
DSN upgrade that will eventually be used in all SPC’s.
Each SPC will require one Block V receiver with sufficient
channel processors to accommodate the subcarrier signals
from each spacecraft. These signals may be transmitted
on various bands (i.e., S- , X- , and possibly Ka-band
in the proposed time frame) and different polarizations.
During a given acquisition, one channel processor must
be logically connected to one telemetry processor. In this
study, approximately 22 channel processors and telemetry
processors are estimated for the year 2000 and 32 in 2010.

A functional block diagram that also includes the tele-
metry subsystem is shown in Fig. 5. Each channel proces-
sor of the Block V receiver has a planned output of 26.4
Msps (megasymbols per second, with 8-bit symbols) for
current X- and S-band missions; however, advancing to
Ka-band communications will enable a 165-Msps planned
output rate.

As discussed earlier in Section IT.A, redundant bits are
usually added to spacecraft telemetry for forward error
correction. Viterbi code may be used for high-Earth or-
biter and lunar communications at a 1/2 rate (2 bits for
every information bit) and deep space missions at a 1/6
rate (6 bits for every information bit). RS code may also
be used to spread the impact of burst noise on the space
link; a typical overhead is about 14 percent. Tigure 6
illustrates the effect that this coding has on the receiver-
to-telemetry communication rate. At the Block V planned
output rate, which handles a spacecraft-information rate
between 4 and 11 Mbps—depending on the coding—the
transfer rate to the telemetry processor is 26.4 symbols
per second, or about 211 Mbps.

Each Block V receiver also provides Doppler and rang-
ing data at less than 1 kbps, monitor data at less than
50 kbps (including spectral data), and radio science data
at less than 1.2 Mbps (100 ksps with either 8 or 12 bits
per sample).

2. Output Interfaces.

a. Central Site. The outputs of the GIS are usually
transmitted to flight project teams and other users, or
stored temporarily on portable media for off-line delivery
to users (see Section II.D). Some data, such as telemetry
data, may be transferred to archival systems, such as the
Planetary Data System, for later distribution on demand.
Outputs usually emanate from JPL; however, provisions
are made for direct delivery from the DSCC to non-NASA
POC’s.

Telemetry. Most present deep space missions have low
data rates in the 10- to 100-kbps range. High-Earth or-
biters have data rates ranging from 100 kbps to several
hundred Mbps. Future missions, such as the Space Explo-
ration Initiative (SEI), will range from 10 Mbps for Mars
support to 100 Mbps for lunar missions.

Tracking. The tracking subsystem provides metric data
in packet format to the flight projects navigation team.
These formatted packets are relatively low-rate, that is,
less than 10 kbps.

Radio Science. Radio science data are produced by the
Block V receiver. It is forecasted that two or three con-
current receivers may each be producing up to 1.2 Mbps
in the forecasted time frame.

VLBI. VLBI is an emerging technique for computing
spacecraflt range. Considerable celestial radio-source map-
ping is required to ensure its success. While the rang-
ing function is performed only occasionally, the mapping
is done on a daily basis. The VLBI subsystem typically
acquires 20 to 30 minutes of high-speed data into a file
(e.g., 130 Mbps in the NCB subsystem) and plays it back
slowly for processing. In an eflort to improve reliability of
the acquisition, it is envisioned that the proposed VLBI
subsystem will acquire data in a quick-look mode for 10—
20 seconds, process it, and transmit real-time corrections
back to the station.

b. DSCC Site At the DSCC's, the outputs of the GIS
include monitor and control data to many devices and sub-
assemblies in the front-end area.

3. Availability. The total loss of telemetry data in
the DSN from 1986 through 1990 amounted to 2.9 percent,
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or 4814 hours, of the scheduled support tinie, according to
a recent study. (See Table 2; the items listed in that ta-
ble account for 98 percent of the total lost hours.) Steady
improvement is evident from the yearly data: 3.9, 3.5, 3.5,
2.4, and 2.2 percent for these five years (decreasing an
average of 12 percent per year). These percentages are de-
rived from planned hours of operation that have been lost
and do not include such operational delays as calibration
and scheduled maintenance.

More interesting are the causes of these lost hours as at-
tributed to the subsystems and assemblies. The 4814 hours
of loss were attributed to 22 subsystems located from the
front-end areas to the NOCC, plus radio-frequency inter-
ference and undetermined origins.

If a major effort is made in the future to improve the
availability of these data subsystems, control interfaces
and control assemblies, and the way the front-end sub-
systems are controlled, it is conceivable that a 40- to 50-
percent reduction of lost telemetry hours can be achieved.
As compared with a 2.2-percent telemetry hour loss in
1990, a reasonable goal can be set at l-percent loss, or
99-percent availability, which is consistent with the 12-
percent annual decrease already noted. Another major
improvement in overall availability can be made by reduc-
ing operational delays in precalibration, postcalibration,
and scheduled maintenance.

C. Future Mission Sets

Table 3 summarizes the new DSN missions set and in-
cludes deep space and high-Earth orbiter (HEO) missions.
(The Earth Orbiting System [EOS] is not shown.) Ap-
proval is expected for three to five of these missions. Inter-
national cooperation missions may be supported. Also, the
DSN may be requested to serve as a contingency network
for near-Earth missions, including Space Station Freedom
and shuttle missions. Support to the following missions
are not mandatory requirements but were considered in
evaluating the architectures:

(1) SEI (Mars), 10 Mbps.
(2) SEI (Lunar), 100 Mbps.

(3) Tracking and Data Relay Satellite System (TDRSS)
backup (e.g., EOS), up to 300 Mbps.

(4) Advanced Tracking and Data Relay Satellite System
(ATDRSS) backup, up to 650 Mbps.

(5) International cross support, undefined.

Table 4 summarizes three views of the future data
requirements. The architectures developed later in Sec-
tion IV.A will use the moderate forecast for most of the
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evaluation, and one can consider the aggressive forecast as
a possible extension.

D. End-User Interfaces

End-user interfaces fall into the following four cat-
egories: mission-specific teams, principal investigators,
data archives, and cross-support that the DSN provides
to other agencies.

Figure 7 shows the current end-user interfaces between
the GIS (including the DSN and the SFOC) and typical
flight projects. Also shown is the type of information flow-
ing to and from the end users.

With continued development of the SFOC capabil-
ity under the Multimission Operations Systems Office
(MOSO), the relationship between the end users and the
GIS will probably change significantly. These changes may
cause related interfaces to change. The driving force for
the changes is to reduce mission operations and data anal-
ysis costs. The approach is to identify and replace mission
functions that could be performed by multimission tools
and teams. One of those changes, which can already be
seen in the Mars Observer and CRAF /Cassini plans, is the
use of the remote Science Planning Operations Computer
(SPOC). The SPOC acts as a remote extension of the
SFOC by providing command, telemetry, and navigation
data access, and planning capabilities to the project sci-
entists. SFOC-based multimission operations teams and
remote extensions of the SFOC will continue to evolve.

The interfaces for each class of end user are shown in
Table 5. The table is organized to show the direction of
data flow (to and from the GIS), the type of interface,
and a brief description of the content or purpose of the
interface. Note that for some of the interfaces the interface
medium is magnetic tape. The GIS in years 2000-2010 will
likely use other physical storage media.

1. Mission-Specific Teams. JPL planetary space-
craft have a great deal of similarity in their mission oper-
ations design. The particular names given to the various
teams may sometimes be different, but when the functions
are identified, the teams that most spacecraft projects
agree upon are: Mission Control Team, Planning and Se-
quencing Team, Navigation Team, Spacecraft Team, and
Radio Science Team.

2. Principal Investigators. The term principal in-
vestigator is applied to the cognizant individual who leads
a science experiment. The team may include the principal
investigator, coinvestigators, and interdisciplinary scien-
tists. The investigators of the future, especially for the



exploration missions, may do most of their work for the
project at their home institution. From there, they will
submit observation requests, receive virtual channel data
from their instruments as well as ancillary data they need
to analyze their data, and return their reduced data to the
project for archiving. They may also receive data on tape
(or other media) if an instrument’s data rate is too high,
or too expensive to transport.

3. Data Archives. The primary data archive of con-
cern to this architecture study is the Planetary Data Sys-
tem (PDS). This archive is a distributed system that has
a central computer which houses the master catalog and
the archive operations functions. Data are archived and
maintained at the distributed nodes that are defined by
various planetary science disciplines (e.g., planetary geol-
ogy, fields and particles, etc.). The interface with the GIS
is still under development; for example, for the Magellan
project, the interface has been negotiated as a CD-ROM
interface in which the project produces the compact disks
and delivers them to the PDS. The future interface will
probably be in some other electronic form.

4. Cross-Support Services. The GIS provides sev-
eral forms of cross-support services, for example:

(1) Backup support for the TDRSS (ie., for shuttle,
Space Station Freedom [SSF], and EOS).

(2) Reimbursable support to international space agen-
cies (initial acquisitions, tracking support, etc., for
National Space Development Agency [Japan], Insti-
tute of Space and Astronautical Science {Japan], Eu-
ropean Space Agency, and others).

(3) Arraying of antennas, such as was done for the Voy-
ager encounters at Uranus and Neptune.

For backup and support to international agencies, the
data exchange is through the use of CCSDS data packets.

lll. Technology Forecast and Projected
Impact
This section forecasts new and emerging technologies in
the areas of computer hardware, software, data communi-

cations, and human interfaces that are of potential benefit

to the DSN GIS in the 2000-2010 era.

A. A Look at the Future

The following perspectives from a research scientist, an
operator, and a software developer are offered to stimulate

creative thinking and are not constraints on the architec-
tural study.

1. A Research Scientist’s Perspective.

“l had a personal computer on my desk 10 years ago,
so that much hasn’t changed. The personal computer that
is on my desk now has dramatically higher performance,
a larger screen, and larger storage capacity than before;
however, the biggest change has come in the way I use it.
For me, and for most of the people I deal with, the per-
sonal computer has replaced the telephone in all sorts of
ways. | have the regular personal computer applications I
use every day—the spreadsheets, a word processor, and a
couple of small databases—hut what really makes the sys-
tem useful for me is that it is linked into the local network
I share with my staff, into national and international com-
puter networks, and into the flight project office, where
I can access the really large databases we depend on for
up-to-date scientific analysis and monitor the latest input
from my planetary instrument.

“Today I often have no idea where the data I'm using
is actually stored. I don’t really need to know. Some-
times I'll pull summary information from the Planetary
Data System, combine it with up-to-the-minute status re-
ports on a current mission, pass the whole package to my
science analysis team for some ‘what if ... projections—
all without having to think about the mechanics of how
things really link together. For all I know the data comes
by way of Siberia. When I share the data with my col-
leagues we can discuss it as we analyze it on our screens
and propose and conduct analysis during ‘electronic meet-
ings.” We hear everyone’s voice and see team members and
review the data—our attention is focused on the screen.

“Perhaps the most pervasive difference today is that we
are much less dependent upon technicians than we were in
the past. Most of our analysis is produced by our profes-
sional staff—the knowledge workers—with the assistance
of sophisticated software tools. Compared to just a few
years ago, there is much less manual analysis to be done,
because of our reliance on ‘electronic assistants.” We often
annotate results with voice and video clips and share it
with colleagues for their review and comments.

“I have a lot more time today to focus on doing the
‘right things,” because we have learned to use the systems
to avoid spending time doing the ‘wrong things’—things
that don’t contribute to the accomplishment of our re-
search. We make fewer errors because we are better able to
monitor activities, to do reasonableness checks. We spend
less time looking for related data, particularly pieces of pa-
per, because more of our files are stored in electronic form,
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and we can do extremely rapid electronic searches, com-
parisons, and associations. The problems associated with
performing analysis in stages have been minimized because
we have replaced much of the paperwork with electronic
transactions. There just isn’t that much ‘float’ in the pro-
cess anymore.

“If you look around this office, you can see that science
still uses paper, but in many senses it is a different kind
of paper: It’s what you might call secondary paper—re-
ports, studies, and day-to-day reports—the ‘real-time’ in-
formation is almost entirely on the screen. And as I've
said, that means a lot less looking and waiting. I just call
up. It’s there when I need it, it’s in a format that I can use,
and it’s reliable. That’s most important, of course—that
I can trust the information to be correct and current.”

2. An Operator’s Perspective.

“The most significant change in my job is that all the
equipment is remotely operated from here in Pasadena,
and my job involves monitoring a highly automated pro-
cess. If any subsystem needs to be adjusted, I can do it
from my workstation. Every action has explicit, reliable
feedback. I can also query the subsystems and get imme-
diate responses. The subsystems themselves are smarter:
I can now control them with much higher level instruc-
tions; they are self-monitoring and self-diagnosing and I
can place one subsystem under the direct control of an-
other. The biggest difference I see in operations is that
overall operations seem more integrated, and the networks
and tools available to me through my console have made
the system more responsive to what I need to do to control
1it. I make fewer errors because I am better able to monitor
activities, to do reasonableness checks.

“The DSN supports more missions now than 10 years
ago, and I am able to maintain several spacecraflt-to-
ground links through multiple antennas at the Complex.
JPL now arrays antennas routinely, and is progressing
towards using one antenna to communicate with several
spacecraft.

“I use automated monitoring tools to keep a constant
check on the operational status. Graphics and animation
on my console present information to me in such a way
that I can effectively monitor several links at once. When
things go wrong, fault detection, isolation, and diagnosis
tools help me to narrow down the possible problems, sug-
gest alternative solutions and quickly get a message to the
maintenance personnel at the Complexes. Expert knowl-
edge 1s available from my console so I can benefit from
having the ‘experts’ available to me whenever I need them.
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