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It is shown that Winograd's algorithm can be used to compute an integer transform over GF(q), where q is a Mersenne prime. This new algorithm requires fewer multiplications than the conventional fast Fourier transform (FFT). This transform over GF(q) can be implemented readily on a digital computer. This fact makes it possible to more easily encode and decode BCH and RS codes.

I. Introduction

Several authors (Ref. 1 through 12) have shown that transforms over finite fields or rings can be used to compute numerical convolutions without round-off error. Recently, Winograd (Ref. 13) developed a new class of algorithms for computing the conventional discrete Fourier transform (DFT). This new algorithm requires substantially fewer multiplications than the conventional FFT algorithm.

In this paper, a type of Winograd algorithm is employed to evaluate the transform over GF(q), where q = 2^p - 1 is a Mersenne prime. This transform is comparable in speed with that given by Winograd (Ref. 13 and 14).

Recently, the authors (Ref. 15 and 16) proposed that transforms over GF(F_n), where F_n = 2^{2^n} + 1 for n = 1, 2, 3, 4 is a Fermat prime, can be used to define RS codes and to improve the decoding efficiency of these codes. Therefore, an FFT over GF(q) can be used to decode RS codes.

In order to use the methods of Winograd for computing the transform over GF(q), a new method for computing every factorization of the polynomial x^{p-1} - 1 over GF(q) is developed. Finally, it is shown that continued fractions can be used instead of the usual Euclid's algorithm to find the required inverse element of the polynomial over the finite field GF(q).
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II. Transforms Over $GF(q)$

Let $GF(q)$ be the finite field of residue classes modulo $q$, where $q = 2^p - 1$ is a Mersenne prime for $p = 2, 3, 5, 7, 13, 17, 19, 31, 61, \ldots$ Also let $d$ be an integer that divides $q - 1$. Finally let the element $\gamma \in GF(q)$ generate the cyclic subgroup of $d$ elements, $G_d = \langle \gamma, \gamma^2, \ldots, \gamma^{d-1}, \gamma^d = 1 \rangle$ in the multiplicative group of $GF(q)$.

The transform over $G_d$ is

$$A_j = \sum_{i=0}^{d-1} a_i \gamma^{ij} \quad \text{for} \quad 0 \leq j \leq d - 1$$  \hspace{1cm} (1)

where $a_i \in GF(q)$ for $0 \leq i \leq d - 1$

By Fermat's theorem, $2^p \equiv 2 \mod p$. This implies $p | t$, where $t = q - 1 = 2^p - 2$. Also since $2^p - 2 \equiv 0 \mod 3$ or 2, $t = 2^p - 2$ has the factors 2, 3, and $p$. The factorizations of the different numbers $t = 2^p - 2$ for $p = 13, 17, 31, 61$ are shown in Table 1. A multidimensional technique will be developed herein to calculate the transform defined in (1).

To perform the transform over $GF(q)$ defined in (1), it is necessary to find primitive elements in the $d$-element cyclic subgroup $G_d$ in $GF(q)$. To do this, by (Ref. 5), it is shown that 3 is quadratic nonresidue mod $q$. Thus $3^{(2^p-2)/2} \equiv -1 \mod q$. Hence by the same procedure used in the proof of Theorem 1 in Ref. 5, $\alpha = 3$ is a primitive element in $GF(q)$. Suppose $d = d_1 \cdot d_2 \cdot \ldots \cdot d_r$ where $d_1 = 2, d_2 = 3, d_r = p$, and $d_i = 5, 7, 9, 11, 13$ for $i = 3, 4, \ldots, r - 1$. The generator of $G_d$, a multiplicative subgroup of order $d$, is evidently $\gamma = \alpha^{(q-1)/d}$ where $\alpha$ is a primitive element of $GF(q)$. Also, $\gamma^i$ is a primitive element in $G_d$ since $(i, d) = 1$.

Now $\gamma$ satisfies,

$$\gamma^d = 1 \mod q$$  \hspace{1cm} (2)

But also

$$2^p = 1 \mod q$$  \hspace{1cm} (3)

Thus, combining (2) and (3), a generator $\gamma$ of $G_d$ must exist that satisfies

$$\gamma^{d/p} = 2 \mod q$$  \hspace{1cm} (4)

A computer program can be used to find a primitive element $\gamma$ of $G_d$ that satisfies (4). By Th. 1, Ref.5, $\gamma$ satisfies

$$\gamma^{d/2} = -1$$  \hspace{1cm} (5)

From (4), (5), we observe that integer multiplications by $\gamma^{d/di}$ or its powers for $d_i = 2$ or $p$ can be accomplished simply by circular shifts instead of multiplications. Hence, a $d_i$-point DFT for $d_i = 2$ or $p$ can be evaluated without integer multiplications. It will be shown next that a $d_i$-point DFT for $d_i = 3, 5, 9, 11, \text{and } 13$ can be computed by using the Winograd algorithm.
III. Mathematical Preliminaries

In the next section the Chinese Remainder theorem for polynomials will be employed to compute fast transforms over $GF(q)$ of a small sequence. This well-known theorem is stated as follows without proof (see Ref. 17):

Theorem 1 (The Chinese Remainder theorem for polynomials): If $m_1(x), m_2(x), \ldots, m_k(x)$ are polynomials which are relatively prime in pairs, then the system of congruences $x(u) \equiv g_i(u) \mod m_i(u)^{e_i}$ for $i = 1, 2, \ldots, k$ has a unique solution $x(u)$ given by

$$x(u) = \sum_{i=1}^{k} g_i(u)M_i(u)N_i(u)$$ \hspace{1cm} (6a)

where

$$m(u) = m_1(u)^{e_1}m_2(u)^{e_2}\cdots m_k(u)^{e_k}$$

$$= m_1(u)^{e_1}M_1(u) = m_2(u)^{e_2}M_2(u) = \ldots = m_k(u)^{e_k}M_k(u)$$

and $N_i(x)$ uniquely satisfies (modulo $m_i(u)^{e_i}$) the congruence

$$M_i(u)N_i(u) \equiv 1 \mod m_i(u)^{e_i}$$ \hspace{1cm} (6b)

To compute the inverse element of $M(u)$, i.e., $N(u)$ required in (6b), let $S(u) = M_i(u)/m_i(u)$. Then, using a procedure precisely similar to that used for a rational element $S = a/q$, where $a \in GF(q)$, described in Appendix A, it is possible to use continued fractions to develop a finite sequence of rational approximations to $S(u)$. The recursive formula for the convergents is given by

$$S_k(u) = \frac{a_k(u)q_{k-1}(u) - p_{k-2}(u)}{a_k(u)q_{k-1}(u) + p_{k-2}(u)} = \frac{p_k(u)}{q_k(u)}$$ \hspace{1cm} (7)

where $p_{-1}(u) = 1, q_{-1}(u) = 0, p_0(u) = a_0(u)$, and $q_0(u) = 1$. The partial quotients $a_k(u)$ in (7) can be computed recursively by the following formula:

$$r_{k-2}(u) = a_k(u)r_{k-1}(u) + r_k(u), \deg r_k(u) < \deg r_{k-1}(u) \text{ for } k = 1, 2, \ldots, n - 1$$ \hspace{1cm} (8)

where the initial conditions are $r_{-1}(u) = m_1(u), r_{-2} = M_1(u)$, and $r_{n-2}(u) = r_{n-1}(u)a_n(u)$.

By applying Euclid’s algorithm to the polynomial $S(u)$ over $GF(q)$, we observe that $S_n(u) = p_n(u)/q_n(u)$ will terminate with $S_n(u) = M_i(u)/m_i(u)$ when $r_n(u) = 0$. By the same procedure used in the derivation of Eq. (6a), we obtain

$$M_i(u)q_{n-1}(u) - m_i(u)p_{n-1}(u) = (-1)^{n+1}$$ \hspace{1cm} (9)
There are two cases to consider:

**Case I:** If \( n \) is odd, then

\[
M_1(u)q_{n-1}(u) + m_1(u) (-p_{n-1}(u)) = 1
\]  

(10)

It follows that \( N_j(u) = q_{n-1}(u) \) and \( n_j(u) = -p_{n-1}(u) \) are solutions of \( M(u)N_j(u) \equiv 1 \mod m_j(u) \) and \( m(u)n_j(u) \equiv 1 \mod M_j(u) \), respectively.

**Case II:** If \( n \) is even, then

\[
M_1(u) (-q_{n-1}(u)) + m_1(u) (p_{n-1}(u)) = 1
\]  

(11)

Thus, \( N_j(u) = -q_{n-1}(u) \) and \( n_j(u) = p_{n-1}(u) \) are solutions of \( N_j(u)M_j(u) \equiv 1 \mod m_j(u) \) and \( m_j(u)n_j(u) \equiv 1 \mod M_j(u) \), respectively.

From (9), we see that it is necessary to compute the inverse element of \( a \) in \( GF(q) \). To do this, let \( S = a/q \). This inverse element is given by (A-7) in Appendix A.

The remainder of this section is based on ideas due to Winograd (Ref. 13). Let \( X(u) = X_0 + X_1 u + X_2 u^2 + \ldots + X_n u^n \) and \( Y(u) = Y_0 + Y_1 u + Y_2 u^2 + \ldots + Y_n u^n \) be two polynomials where \( X_i, Y_i \in GF(q) \). It is well known that the linear convolution of \( X(u) \) and \( Y(u) \) is the set of coefficients of the product of \( X(u) \) and \( Y(u) \), i.e., \( T(u) = X(u) \cdot Y(u) \). By (Ref. 13), the number of multiplications required to compute the coefficients of \( T(u) \) can be obtained by using the Chinese Remainder theorem for polynomials over \( GF(q) \).

To show this, let us choose \( m + n + 1 \) distinct scalars, i.e., \( \alpha_0, \alpha_1, \ldots, \alpha_{n+m} \). Then \( T(u) \) with degree \( n + m \) is equal to

\[
T(u) = X(u) \cdot Y(u) \mod (u - \alpha_0) \cdot (u - \alpha_1) \ldots (u - \alpha_{n+m})
\]  

(12a)

or

\[
T(u) = X(u) \cdot Y(u) \mod \prod_{i=0}^{m+n-1} (u - \alpha_i) + X_n Y_n \prod_{i=0}^{m+n-1} (u - \alpha_i)
\]

(12b)

Since \( (u - \alpha_i) \) for \( i = 0, 1, \ldots, m + n \) are relatively prime in pairs, then by theorem 1, the system of congruences,

\[
T_k(u) = X(\alpha_k) \cdot Y(\alpha_k) \equiv T(u) \mod (u - \alpha_k) \text{ for } k = 0, 1, 2, \ldots, n + m
\]

has a unique solution \( T(u) \) given by

\[
T(u) = \sum_{k=0}^{m+n} T_k(u)M_k(u)N_k(u)
\]
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where

\[ m(u) = m_1(u)m_2(u) \ldots m_k(u) \]

\[ = (u - \alpha_0) (u - \alpha_1) \ldots (u - \alpha_{n+m}) \]

\[ = m_0(u)M_0(u) = m_1(u)M_1(u) = \ldots = m_{m+n}(u)M_{m+n}(u) \]

and \( N_k(u) \) uniquely satisfies (module \( m_k(u) \)) the congruences

\[ M_k(u)N_k(u) \equiv 1 \mod m_k(u) \text{ for } k = 0, 1, 2, \ldots, m+n \]

It can be shown that \( T(u) \) given by (12a) can be reconstructed by

\[ T(u) = \sum_{k=0}^{m+n} \left[ \prod_{j=0 \atop j \neq k}^{m+n} (u - \alpha_j) \frac{(u - \alpha_k)}{\prod_{j=0 \atop j \neq k}^{m+n} (\alpha_k - \alpha_j)} \right] X(\alpha_k) \cdot Y(\alpha_k) \]  

(13a)

If for example, one chooses \( \alpha_k = \pm 2^n \) for \( n \leq 0 \), then each \( T_k(u) = X(\alpha_k) \cdot Y(\alpha_k) \) can be computed with one multiply. Similarly, \( T(u) \) given by (12b) is given by

\[ T(u) = \sum_{k=0}^{m+n-1} \left[ \prod_{j=0 \atop j \neq k}^{m+n-1} (u - \alpha_j) \frac{(u - \alpha_k)}{\prod_{j=0 \atop j \neq k}^{m+n-1} (\alpha_k - \alpha_j)} \right] X(\alpha_k) \cdot Y(\alpha_k) + X_n Y_n \sum_{i=0}^{\frac{i+1}{2} + n - 1} (u - \alpha_i) \]  

(13b)

The cyclic convolution of \( (X_0, X_1, \ldots, X_{n-1}) \) and \( (Y_0, Y_1, \ldots, Y_{n-1}) \) can be expressed as

\[
\begin{pmatrix}
\Psi_0 \\
\Psi_1 \\
\vdots \\
\Psi_n-1
\end{pmatrix}
= \begin{pmatrix}
X_0 & X_1 & \ldots & X_{n-2} & X_{n-1} \\
X_1 & X_2 & \ldots & X_{n-1} & X_0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
X_{n-1} & X_0 & \ldots & X_{n-3} & X_{n-2}
\end{pmatrix}
\begin{pmatrix}
Y_0 \\
Y_1 \\
\vdots \\
Y_{n-1}
\end{pmatrix}
\]

(13c)
As noted by Winograd, the cyclic $m \times n$ matrix in (13c) can be regarded as a “multiplication table” for the groups $Z_n$ of the integers module $n$. If $n = n_1 \cdot n_2$, where $n_1$ and $n_2$ are relatively prime, then by the Chinese Remainder theorem (Theorem 1 above for the integers) $Z_n$ is isomorphic to the direct product $Z_{n_1} \times Z_{n_2}$ of groups $Z_{n_1}$ and $Z_{n_2}$. This fact is used to prove that a permutation of the rows and columns of the cyclic matrix in (13c) exists so that the resulting matrix is partitioned into blocks of $n_2 \times n_2$ cyclic matrices and so that the blocks form a $n_1 \times n_1$ cyclic matrix. This is proved in detail in Theorem 1 of Appendix B.

To illustrate the above, let $n = 6 = 2 \cdot 3$. Since 2 and 3 are relatively prime, by the Chinese Remainder theorem an isomorphism

$$k \leftrightarrow (k_1, k_2)$$

exists between an integer $k$ module 6 and the pair of integers $k_1$ and $k_2$ module 2 and 3, respectively, from the relationship,

$$k = k_1^3 + k_2^4 \pmod{6}$$

Now suppose one has the cyclic convolution,

$$\begin{pmatrix}
\Psi_0 \\
\Psi_1 \\
\Psi_2 \\
\Psi_3 \\
\Psi_4 \\
\Psi_5
\end{pmatrix} = \begin{pmatrix}
X_0 & X_1 & X_2 & X_3 & X_4 & X_5 \\
X_1 & X_2 & X_3 & X_4 & X_5 & X_0 \\
X_2 & X_3 & X_4 & X_5 & X_0 & X_1 \\
X_3 & X_4 & X_5 & X_0 & X_1 & X_2 \\
X_4 & X_5 & X_0 & X_1 & X_2 & X_3 \\
X_5 & X_0 & X_1 & X_2 & X_3 & X_4
\end{pmatrix} \begin{pmatrix}
Y_0 \\
Y_1 \\
Y_2 \\
Y_3 \\
Y_4 \\
Y_5
\end{pmatrix}$$

(13d)

By Theorem 1 in Appendix B, there exists a permutation defined by

$$\pi = \alpha^{-1} \beta = \begin{pmatrix}
(0,0) & (0,1) & (0,2) & (1,0) & (1,1) & (1,2)
\end{pmatrix} \begin{pmatrix}
0 & 1 & 2 & 3 & 4 & 5
\end{pmatrix} = \begin{pmatrix}
0 & 1 & 2 & 3 & 4 & 5
\end{pmatrix}
\begin{pmatrix}
0 & 4 & 2 & 3 & 1 & 5
\end{pmatrix}$$

of the rows and columns so that the above cyclic matrix can be partitioned into blocks of $3 \times 3$ cyclic matrices, such that the blocks form a $2 \times 2$ cyclic matrix. In other words, let the variable $Y_k = Y(k_1, k_2)$, $X_k \equiv X(k_1, k_2)$ and $\Psi_k \equiv \Psi(k_1, k_2)$ be rearranged in such a manner that the first component $k_1$ of the index pair $(k_1, k_2)$ is set to 0 and component $k_2$ is in ascending order, and that secondly component $k_1$ is set to 1 and component $k_2$ is in ascending order. The variable $X(k_1, k_2)$ for (13c) are then rearranged in the order:

$$X_{(0,0)}', X_{(0,1)}', X_{(0,2)}', X_{(1,0)}', X_{(1,1)}', X_{(1,2)}'$$
or in the variables $X_k$ are in the order:

$$X_0, X_4, X_2, X_3, X_1, X_5$$

If such a rearrangement is made on variables $Y_k$, $X_k$, and $\Psi_k$, respectively, the cyclic convolution (13d) has the form,

$$
\begin{pmatrix}
\Psi_0 \\
\Psi_4 \\
\Psi_2 \\
\Psi_3 \\
\Psi_1 \\
\Psi_5
\end{pmatrix} = 
\begin{pmatrix}
X_0 & X_4 & X_2 & X_3 & X_1 & X_5 \\
X_4 & X_2 & X_0 & X_1 & X_5 & X_3 \\
X_2 & X_0 & X_4 & X_5 & X_3 & X_1 \\
X_3 & X_1 & X_5 & X_0 & X_4 & X_2 \\
X_1 & X_5 & X_3 & X_4 & X_2 & X_0 \\
X_5 & X_3 & X_1 & X_2 & X_0 & X_4
\end{pmatrix} \begin{pmatrix}
Y_0 \\
Y_4 \\
Y_2 \\
Y_3 \\
Y_1 \\
Y_5
\end{pmatrix}
$$

(13e)

This cyclic matrix has been partitioned into $3 \times 3$ blocks of $2 \times 2$ matrices. This technique, due to Winograd, of partitioning cyclic matrices, will be used repeatedly in the next section.

It is also readily established that $\Psi_k$ of the cyclic convolution (13c) is the $k$-th coefficient of the polynomial

$$T(u) = X(u)Y(u) \mod (u^n - 1)$$

(13f)

where

$$X(u) = X_0 + X_1 u + \ldots + X_{n-1} u^{n-1}$$

and

$$Y(u) = Y_0 + Y_1 u + \ldots + Y_{n-1} u^{n-1}$$

Since $u^n - 1$ can be factored into polynomials over $GF(q)$, i.e.,

$$u^n - 1 = \prod_{i=1}^{k} g_k(u)$$

such that

$$(g_i(u), g_j(u)) = 1$$

for $i \neq j$, then, by the Chinese Remainder theorem, the coefficients of $T(u) \mod (u^n - 1)$ can be computed from the system of congruences defined by
\[ T_i(u) = T(u) \mod g_i(u) \text{ for } i = 1, 2, \ldots, k \]  \hspace{1cm} (14)

To get the factors, \( g_i(u) \) defined in (14), first factor \( u^n - 1 \) into a product of irreducible polynomials. Each \( g_i(u) \) is a product of one or more of these factors. Assume that \( \alpha \) is an element of order \( n \) possible in some extension field of \( GF(q) \). Then \( \alpha^0, \alpha^1, \alpha^2, \ldots, \alpha^{n-1} \) are all roots of \( u^n - 1 \) over \( GF(q) \). By Th. 4.32, Ref. 17, it follows that

\[ u^n - 1 = \prod_{d|n} Q^{(d)}(u) \]  \hspace{1cm} (15)

where \( Q^{(d)}(u) \) is a polynomial whose roots are all elements of order \( d \). \( Q^{(d)}(u) \) is called the cyclotomic polynomial. By Th. 4.33, Ref. 17, the cyclotomic polynomial is given by

\[ Q^{(d)}(u) = \prod_{k|d} (u^{d/k} - 1)^{\mu(d)} \]  \hspace{1cm} (16)

where \( \mu(d) \) is the Moebius function defined by

\[ \mu(d) = \begin{cases} 
1 & \text{if } d = 1 \\
(-1)^k & \text{if } d \text{ is the product of } k \text{ distinct primes} \\
0 & \text{if } d \text{ contains any repeated prime factors.}
\end{cases} \]

If \( n \) is a factor of \( q - 1 = 2^p - 2 \), then one can find an element \( \alpha \) of order \( n \) in \( GF(q) \) such that \( \alpha^0, \alpha^1, \ldots, \alpha^{n-1} \) are elements in \( GF(q) \) and roots of \( u^n - 1 \). That is,

\[ u^n - 1 = \sum_{i=0}^{n-1} (u - \alpha^i), \text{ where } \alpha^i \in GF(q) \]

Otherwise, one needs to compute the factorization of the \( Q^{(d)}(u) \) into irreducible factors. To achieve this, if \( \alpha \) is a root of \( Q^{(d)}(u) \) with degree \( \ell \), then \( \alpha \) is an element of order \( d \) in some field of characteristic \( q \). By Th. 4.408, Ref. 17, \( \alpha^{pi} \) for \( i = 0, 1, 2, \ldots, \ell - 1 \) are all roots of \( Q^{(d)}(u) \). Suppose \( \beta \) is one of these roots. There are two cases to consider:

**Case I:** If \( q \equiv 1 \mod n \), then \( \beta^q \equiv \beta \mod q \). By Th. 4.407, Ref. 17, \( \beta \) is an element in \( GF(q) \), thus, the factorization of \( Q^{(d)}(u) \) is

\[ Q^{(d)}(u) = \sum_{i=0}^{\ell-1} (u - \alpha_i), \text{ where } \alpha_i \in GF(q) \]

**Case II:** If \( q \not\equiv 1 \mod n \), then \( \beta^q \not\equiv \beta \mod q \). By Th. 4.407, Ref. 17, this implies that \( \beta \in GF(q) \). Thus, \( Q^{(d)}(u) \) is an irreducible polynomial over \( GF(q) \).
IV. Winograd’s Algorithm for Computing the Transform over GF(q)

The discrete Fourier transform can be defined by

\[
A_0 = \sum_{i=0}^{d-1} a_i
\]  

(17a)

and

\[
A_j = a_0 + \sum_{i=1}^{d-1} a_i \gamma^{ij} \quad \text{for } j = 1, 2, \ldots, d - 1
\]

or

\[
A = B + Ia_0 = Wa + Ia_0
\]  

(17b)

where

\[
B = \begin{pmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_{d-1}
\end{pmatrix}, \quad W = (\gamma^j)_{i,i \neq 0}, \quad a = \begin{pmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_{d-1}
\end{pmatrix}
\]

and \( I \) is a unit matrix. If \( d \) is a prime, i.e., \( d = p \), one can find an element \( \alpha \in GF(p) \) which generates the cyclic subgroup of \( d - 1 \) elements, so that a permutation or substitution \( \sigma \) can be defined by

\[
\sigma = \begin{pmatrix}
1, 2, \ldots, p - 2, p - 1 \\
\alpha, \alpha^2, \ldots, \alpha^{p-2}, \alpha^{p-1} = 1
\end{pmatrix}
\]

Using the above permutation, one can permute the indices of \( B \), defined in (17b), so that the matrix \( \overline{W} = (\gamma^{\sigma(i)\sigma(j)})_{i,j \neq 0} \) is cyclic. That is,

\[
B_{\sigma(i)} = \sum_{i=1}^{p-1} a_{\sigma(i)} \gamma^{\sigma(i)\sigma(j)} \quad \text{for } j = 1, 2, \ldots, p - 1
\]

or

\[
\overline{B} = \overline{W} \overline{a}
\]  

(18)
where

\[
\bar{B} = \begin{pmatrix}
B_{\sigma(1)} \\
B_{\sigma(2)} \\
\vdots \\
B_{\sigma(p-1)}
\end{pmatrix}, \quad \bar{W} = (\gamma^{\sigma(l)\sigma(j)})_{l,j\neq 0}
\]

and

\[
\bar{a} = \begin{pmatrix}
a_{\sigma(1)} \\
a_{\sigma(2)} \\
\vdots \\
a_{\sigma(p-1)}
\end{pmatrix}
\]

From (18), \(B_{\sigma(j)}\) is a cyclic convolution of \(a_{\sigma(p-j)}\) and \(\gamma^{\sigma(j)}\) for \(j = 1, 2, \ldots, p - 1\). Thus by the last section Eq. (18) is the set of coefficients of

\[
T(u) = \left( \sum_{i=1}^{p-1} a_{\sigma(p-i)}u^{i-1} \right) \left( \sum_{i=1}^{p-1} \gamma^{\sigma(i)}u^{i-1} \right) \mod u^{p-1} - 1
\]

Using the algorithm for factoring the polynomial \(u^n - 1\) over \(GF(q)\), described at the end of the last section, one can factor \(u^{p-1} - 1\) over \(GF(q)\) into irreducible relatively prime factors. That is,

\[
u^{p-1} - 1 = \prod_{i=1}^{k} g_i(u), \text{ where } (g_i(u), g_j(u)) = 1 \text{ for } i \neq j
\]

After computing the residues of \(T(u) \mod g_i(u)\) for \(i = 1, 2, \ldots, k\), the Chinese Remainder theorem can be used to evaluate \(T(u)\) with these residues. If \(d = p^r\) is a factor of \(q\), where \(p \neq 2\), the number of integers relatively prime to \(p^r\) is \((p-1)p^{r-1}\). In this case, by Ref. 18, a set

\[
\{ \gamma, \gamma^2, \ldots, \gamma^{(p-1)p^{r-1}} = 1 \}
\]
in $GF(q)$ can be found which is a cyclic group. Thus, by a procedure similar to that used to compute the above case for $d = p$, a $p'$ point DFT can be obtained.

Now consider a $d_l$-point DFT over $GF(q)$ for $d_l = 3$ or 5 or 7 or 9 or 11 or 13. For a 3-point DFT over $GF(q)$, it is straightforward to show that the number of multiplications used to perform this transform is 2. Consider $d_l = 5$. Since 2 is a primitive element in $GF(5)$, the permutation $\sigma$ is given by

$$
\sigma = \begin{pmatrix}
1, 2, 3, 4 \\
2, 4, 3, 1
\end{pmatrix}
$$

using the above permutation, the matrix $\bar{B}$ in (17b) is

$$
\bar{B} = \bar{w} \bar{a}
$$

where

$$
\bar{B} = \begin{pmatrix}
 b_{\sigma(1)} \\
b_{\sigma(2)} \\
b_{\sigma(3)} \\
b_{\sigma(4)}
\end{pmatrix}, \quad \bar{w} = (\gamma^{a(i)\sigma(j)})_{i,j \neq 0} \quad \text{and} \quad \bar{a} = \begin{pmatrix}
 a_{\sigma(1)} \\
a_{\sigma(2)} \\
a_{\sigma(3)} \\
a_{\sigma(4)}
\end{pmatrix}
$$

More explicitly $\bar{B}$ is

$$
\begin{pmatrix}
 b_2 \\
b_4 \\
b_3 \\
b_1
\end{pmatrix} = \begin{pmatrix}
 \gamma^4, \gamma^3, \gamma, \gamma^2 \\
\gamma^3, \gamma, \gamma^2, \gamma^4 \\
\gamma, \gamma^2, \gamma^4, \gamma^3 \\
\gamma^2, \gamma^4, \gamma^3, \gamma
\end{pmatrix} \begin{pmatrix}
 a_2 \\
a_4 \\
a_3 \\
a_1
\end{pmatrix}
$$

(19)

where $\gamma$ is a 5th root of unity in $GF(q)$. $T(u)$ in (19) is obtained by computing the set of coefficients of

$$
T(u) = X(u) \cdot Y(u)
$$

$$
= (\gamma^2 + \gamma^4u + \gamma^3u^2 + \gamma u^3) \cdot (a_1 + a_3u + a_4u^2 + a_2u^3) \mod u^4 - 1 = (u - 1)(u + 1)(u^2 + 1)
$$

Let

$$
m(u) = (u - 1)(u + 1)(u^2 + 1) = m_1(u)m_2(u)m_3(u)
$$

$$
= m_1(u)M_1(u) = m_2(u)M_2(u) = m_3(u)M_3(u)
$$
The system of congruences \( T(u) \equiv T_i(u) \mod m_i(u) \) for \( i = 1, 2, 3 \) is given by

\[
T_1(u) = X(1) \cdot Y(1) \equiv (\gamma^2 + \gamma^4 + \gamma^3 + \gamma) \cdot (a_1 + a_3 + a_4 + a_2)
\]
\[
\equiv -(a_1 + a_3 + a_4 + a_2) \equiv C_1 \mod u - 1,
\]

\[
T_2(u) = X(-1) \cdot Y(-1) \equiv (\gamma^2 - \gamma^4 + \gamma^3 - \gamma) \cdot (a_1 - a_3 + a_4 - a_2)
\]
\[
\equiv C_2 \mod u + 1,
\]

and

\[
T_3(u) = X(u) \cdot Y(u)
\]
\[
\equiv [(\gamma^4 - \gamma) u + (\gamma^2 - \gamma^3)] \cdot [(a_3 - a_2) u + (a_1 - a_4)]
\]
\[
\equiv [(a u + b) \cdot (c u + d)] \mod u^2 + 1
\]  

(20)

where

\[C_1, C_2, a, b, c, d \in GF(q)\]

In order to compute (20), by Eq. (12b),

\[B(u) = (a u + b) (c u + d)\]

\[= (a u + b) (c u + d) \mod u(u + 1) + a \cdot c u(u + 1)\]

Let

\[R(u) = (a u + b) (c u + d) \mod u(u + 1)\]

Then,

\[R_1(u) \equiv b \cdot d \equiv K_1 \mod u,\]

\[R_2(u) \equiv (b - a) \cdot (d - c) \equiv K_2 \mod u + 1,\]

where \(K_1, K_2 \in GF(q)\). Using Eq. (6a) this yields

\[R(u) = K_1 + (K_1 - K_2) u\]
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Thus,

$$B(u) = K_1 + (K_1 - K_2 + K_3)u + K_3u^2,$$
where $K_3 = a \cdot c$

Hence,

$$T_3(u) \equiv (K_1 - K_3) + (K_1 - K_2 + K_3)u$$

$$\equiv C_3 + C_4u \mod u^2 + 1$$

where

$$C_3 = K_1 - K_3 \text{ and } C_4 = (K_1 - K_2 + K_3)$$

Using Eq. (6a), $T(u)$ is

$$T(u) = 2^{p-2}(C_1 - C_2 - 2C_4)u^3 + (C_1 + C_2 - C_3)u^2 + (C_1 - C_2 + 2C_4)u + (C_1 + C_2 + 2C_3)$$

$$= b_1 u^3 + b_3 u^2 + b_4 u + b_2$$

It follows from this example that the number of integer multiplications used to perform a 5-point transform is 4.

For $d_i = 7$, the permutation $\sigma$ is given by

$$\sigma = \begin{pmatrix} 1, 2, 3, 4, 5, 6, 3, 2, 6, 4, 5, 1 \end{pmatrix}$$

Applying the above permutation to (17b), one obtains $B = \overline{W} \overline{a}$ as

$$\begin{pmatrix} b_3 \\ b_2 \\ b_6 \\ b_4 \\ b_5 \\ b_1 \end{pmatrix} = \begin{pmatrix} \gamma^2, \gamma^6, \gamma^4, \gamma^5, \gamma^1, \gamma^3 \\ \gamma^6, \gamma^4, \gamma^5, \gamma^1, \gamma^3, \gamma^2 \\ \gamma^4, \gamma^5, \gamma^1, \gamma^3, \gamma^2, \gamma^6 \\ \gamma^5, \gamma^1, \gamma^3, \gamma^2, \gamma^6, \gamma^4 \\ \gamma^1, \gamma^3, \gamma^2, \gamma^6, \gamma^4, \gamma^5 \\ \gamma^3, \gamma^2, \gamma^6, \gamma^4, \gamma^5, \gamma^1 \end{pmatrix} \begin{pmatrix} a_3 \\ a_2 \\ a_6 \\ a_4 \\ a_5 \\ a_1 \end{pmatrix}$$

where $\gamma$ is a 7th root of unity in $GF(q)$. 
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In the last section it was mentioned that there exists a permutation \( \pi \) of rows and columns so that the above cyclic matrix can be partitioned into a \( 2 \times 2 \) block matrix of \( 3 \times 3 \) cyclic blocks in the manner given in (13e). This permutation of the rows and columns is

\[
\begin{pmatrix}
    b_3 \\
    b_5 \\
    b_6 \\
    b_4 \\
    b_2 \\
    b_7 \\
\end{pmatrix} =
\begin{pmatrix}
    \gamma^2 \gamma^1 \gamma^4 \gamma^5 \gamma^6 \gamma^3 \\
    \gamma \gamma^4 \gamma^2 \gamma^6 \gamma^3 \gamma^5 \\
    \gamma^4 \gamma^2 \gamma^1 \gamma^3 \gamma^5 \gamma^6 \\
    \gamma^6 \gamma^5 \gamma^3 \gamma^2 \gamma^1 \gamma^4 \\
    \gamma^6 \gamma^3 \gamma^5 \gamma^1 \gamma^2 \gamma^4 \\
    \gamma^3 \gamma^2 \gamma^5 \gamma^6 \gamma^4 \gamma^2 \\
\end{pmatrix}
\begin{pmatrix}
    a_3 \\
    a_5 \\
    a_6 \\
    a_4 \\
    a_2 \\
    a_7 \\
\end{pmatrix}
\] (21a)

This has the form

\[
\begin{pmatrix}
    E_1 \\
    E_2 \\
\end{pmatrix} =
\begin{pmatrix}
    A & B \\
    B & A \\
\end{pmatrix}
\begin{pmatrix}
    Y_1 \\
    Y_2 \\
\end{pmatrix} = 2^{-1} \begin{pmatrix}
    (A + B)(Y_1 + Y_2) + (A - B)(Y_1 - Y_2) \\
    (A + B)(Y_1 + Y_2) - (A - B)(Y_1 - Y_2) \\
\end{pmatrix} = 2^{p-1} \begin{pmatrix}
    D + E \\
    D - E \\
\end{pmatrix}
\] (21b)

Since \( A \) and \( B \) are cyclic matrices, it is evident that the matrices \( A + B \) and \( A - B \) are also cyclic matrices. In (21b), \( D \) is defined as

\[
D =
\begin{pmatrix}
    d_0 \\
    d_1 \\
    d_2 \\
\end{pmatrix} =
\begin{pmatrix}
    X_1 & X_1 & X_2 \\
    X_1 & X_1 & X_2 \\
    X_2 & X_0 & X_1 \\
\end{pmatrix}
\begin{pmatrix}
    Y_0 \\
    Y_1 \\
    Y_2 \\
\end{pmatrix}
\] (22)

This matrix can be obtained by computing the set of coefficients of

\[
T(u) = (X_2 + X_0u + X_1u^2)(Y_2 + Y_1u + Y_0u^2) \mod u^3 - 1 = (u - 1)(u^2 + u + 1) \] (23)

The system of congruences, given in (23), is

\[
T_1(u) = (X_0 + X_1 + X_2) \cdot (Y_0 + Y_1 + Y_2) \equiv C_1 \mod (u - 1)
\]

and

\[
T_2(u) \equiv [(X_2 - X_1) + (X_0 - X_1)u] \cdot [(Y_2 - Y_0) + (Y_1 - Y_0)u] \\
\equiv C_2 + C_3u \mod u^2 + u + 1
\]

189
where $C_1, C_2, C_3 \in GF(q)$. By the same procedure for computing Eq. (20), $T_2(u)$ can be obtained, using only 3 multiplications. By (6a), $T(u)$ is given by

$$T(u) = [3^{-1}(C_1 + C_2 + C_3) - C_2] + [3^{-1}(C_1 + C_2 + C_3) - C_3]u + [3^{-1}(C_1 + C_2 + C_3)]u^2$$

$$= d_0 + d_1u + d_2u^2$$

(24)

In a similar fashion matrix $E$, given in (21b), can also be obtained. Thus, the number of multiplications used to perform a 7-point transform is 8.

Consider $d_t = 3^2$. Since the integers 1, 2, 4, 5, 7, 8 are relatively prime to 9, the permutation $\sigma$ is defined by

$$\sigma = \begin{pmatrix} 1, 2, 4, 5, 7, 8 \\ 2, 4, 8, 7, 5, 1 \end{pmatrix}$$

(25)

Rearranging the rows and columns of $B$ in such a manner that the elements of the matrix with indices relatively prime to 9 form a block, one has,

$$
\begin{pmatrix}
   b_1 \\
   b_2 \\
   b_4 \\
   b_5 \\
   b_7 \\
   b_8 \\
   b_3 \\
   b_6
\end{pmatrix}
= 
\begin{pmatrix}
   \gamma^{1\cdot1}, \gamma^{1\cdot2}, \gamma^{1\cdot4}, \gamma^{1\cdot5}, \gamma^{1\cdot7}, \gamma^{1\cdot8}, \gamma^{1\cdot3}, \gamma^{1\cdot6} \\
   \gamma^{2\cdot1}, \gamma^{2\cdot2}, \gamma^{2\cdot4}, \gamma^{2\cdot5}, \gamma^{2\cdot7}, \gamma^{2\cdot8}, \gamma^{2\cdot3}, \gamma^{2\cdot6} \\
   \gamma^{4\cdot1}, \gamma^{4\cdot2}, \gamma^{4\cdot4}, \gamma^{4\cdot5}, \gamma^{4\cdot7}, \gamma^{4\cdot8}, \gamma^{4\cdot3}, \gamma^{4\cdot6} \\
   \gamma^{5\cdot1}, \gamma^{5\cdot2}, \gamma^{5\cdot4}, \gamma^{5\cdot5}, \gamma^{5\cdot7}, \gamma^{5\cdot8}, \gamma^{5\cdot3}, \gamma^{5\cdot6} \\
   \gamma^{7\cdot1}, \gamma^{7\cdot2}, \gamma^{7\cdot4}, \gamma^{7\cdot5}, \gamma^{7\cdot7}, \gamma^{7\cdot8}, \gamma^{7\cdot3}, \gamma^{7\cdot6} \\
   \gamma^{8\cdot1}, \gamma^{8\cdot2}, \gamma^{8\cdot4}, \gamma^{8\cdot5}, \gamma^{8\cdot7}, \gamma^{8\cdot8}, \gamma^{8\cdot3}, \gamma^{8\cdot6} \\
   \gamma^{3\cdot1}, \gamma^{3\cdot2}, \gamma^{3\cdot4}, \gamma^{3\cdot5}, \gamma^{3\cdot7}, \gamma^{3\cdot8}, \gamma^{3\cdot3}, \gamma^{3\cdot6} \\
   \gamma^{6\cdot1}, \gamma^{6\cdot2}, \gamma^{6\cdot4}, \gamma^{6\cdot5}, \gamma^{6\cdot7}, \gamma^{6\cdot8}, \gamma^{6\cdot3}, \gamma^{6\cdot6}
\end{pmatrix}
\begin{pmatrix}
   a_1 \\
   a_2 \\
   a_4 \\
   a_5 \\
   a_7 \\
   a_8 \\
   a_3 \\
   a_6
\end{pmatrix}
$$

(26)

Define the upper left $6 \times 6$ matrix of (26) as

$$
\begin{pmatrix}
   y_1 \\
   y_2 \\
   y_4 \\
   y_5 \\
   y_7 \\
   y_8
\end{pmatrix}
= 
\begin{pmatrix}
   \gamma^{1\cdot1}, \gamma^{1\cdot2}, \gamma^{1\cdot4}, \gamma^{1\cdot5}, \gamma^{1\cdot7}, \gamma^{1\cdot8} \\
   \gamma^{2\cdot1}, \gamma^{2\cdot2}, \gamma^{2\cdot4}, \gamma^{2\cdot5}, \gamma^{2\cdot7}, \gamma^{2\cdot8} \\
   \gamma^{4\cdot1}, \gamma^{4\cdot2}, \gamma^{4\cdot4}, \gamma^{4\cdot5}, \gamma^{4\cdot7}, \gamma^{4\cdot8} \\
   \gamma^{5\cdot1}, \gamma^{5\cdot2}, \gamma^{5\cdot4}, \gamma^{5\cdot5}, \gamma^{5\cdot7}, \gamma^{5\cdot8} \\
   \gamma^{7\cdot1}, \gamma^{7\cdot2}, \gamma^{7\cdot4}, \gamma^{7\cdot5}, \gamma^{7\cdot7}, \gamma^{7\cdot8} \\
   \gamma^{8\cdot1}, \gamma^{8\cdot2}, \gamma^{8\cdot4}, \gamma^{8\cdot5}, \gamma^{8\cdot7}, \gamma^{8\cdot8}
\end{pmatrix}
\begin{pmatrix}
   a_1 \\
   a_2 \\
   a_4 \\
   a_5 \\
   a_7 \\
   a_8
\end{pmatrix}
$$

(27)
Applying the permutations defined in (25) to the indices of (26), one obtains

\[
\begin{pmatrix}
  y_2 \\
  y_4 \\
  y_8 \\
  y_7 \\
  y_5 \\
  y_1 \\
\end{pmatrix}
= \begin{pmatrix}
  \gamma^4, \gamma^8, \gamma^7, \gamma^5, \gamma^1, \gamma^2 \\
  \gamma^8, \gamma^7, \gamma^5, \gamma^1, \gamma^2, \gamma^4 \\
  \gamma^7, \gamma^5, \gamma^1, \gamma^2, \gamma^4, \gamma^8 \\
  \gamma^5, \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^7 \\
  \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^7, \gamma^5 \\
  \gamma^2, \gamma^4, \gamma^8, \gamma^7, \gamma^5, \gamma^1 \\
\end{pmatrix}
\begin{pmatrix}
  a_2 \\
  a_4 \\
  a_8 \\
  a_7 \\
  a_5 \\
  a_1 \\
\end{pmatrix}
\]

By a similar procedure used to partition the matrix (13e) the above matrix becomes a $2 \times 2$ block matrix of $3 \times 3$ cyclic blocks as follows:

\[
\begin{pmatrix}
  y_2 \\
  y_5 \\
  y_8 \\
  y_7 \\
  y_4 \\
  y_1 \\
\end{pmatrix}
= \begin{pmatrix}
  \gamma^4, \gamma^1, \gamma^7, \gamma^5, \gamma^8, \gamma^2 \\
  \gamma^1, \gamma^7, \gamma^4, \gamma^8, \gamma^2, \gamma^5 \\
  \gamma^7, \gamma^4, \gamma^1, \gamma^2, \gamma^5, \gamma^8 \\
  \gamma^5, \gamma^8, \gamma^2, \gamma^1, \gamma^7, \gamma^4 \\
  \gamma^8, \gamma^2, \gamma^5, \gamma^1, \gamma^7, \gamma^4 \\
  \gamma^2, \gamma^5, \gamma^8, \gamma^7, \gamma^4, \gamma^1 \\
\end{pmatrix}
\begin{pmatrix}
  a_2 \\
  a_5 \\
  a_8 \\
  a_7 \\
  a_4 \\
  a_1 \\
\end{pmatrix}
\]

(28)

Using the same procedure for computing the $6 \times 6$ cyclic matrix, described previously, we know that the number of multiplications required to perform (28) is 8. The last two columns of the matrix defined in (26) can be obtained by computing the following $2 \times 2$ cyclic matrix,

\[
\begin{pmatrix}
  x_1 \\
  x_2 \\
\end{pmatrix}
= \begin{pmatrix}
  \gamma^3 \gamma^6 \\
  \gamma^6 \gamma^3 \\
\end{pmatrix}
\begin{pmatrix}
  a_3 \\
  a_6 \\
\end{pmatrix}
\]

(29)

The last two rows of the matrix defined in (26) can be obtained by computing the following cyclic matrix

\[
\begin{pmatrix}
  y_1 \\
  y_2 \\
\end{pmatrix}
= \begin{pmatrix}
  \gamma^3 \gamma^6 \\
  \gamma^6 \gamma^3 \\
\end{pmatrix}
\begin{pmatrix}
  a_1 + a_4 + a_7 \\
  a_2 + a_5 + a_8 \\
\end{pmatrix}
\]

(30)

Note that the computation of (29) and (30) are the same as computing the $2 \times 2$ cyclic matrix in a 3-point DFT. Hence, the total number of multiplications used to perform this transform is 12.
For $d_i = 11$, the permutation $\sigma$ is given by

$$\sigma = \begin{pmatrix} 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \\ 2, 4, 8, 5, 10, 9, 7, 3, 6, 1 \end{pmatrix}$$

Applying the above permutation to (17b) one obtains $\vec{B} = \overline{W\sigma}$, i.e.,

$$\begin{pmatrix} b_2 \\ b_4 \\ b_8 \\ b_5 \\ b_{10} \\ b_9 \\ b_7 \\ b_3 \\ b_6 \\ b_1 \end{pmatrix} = \begin{pmatrix} \gamma^4, \gamma^8, \gamma^5, \gamma^{10}, \gamma^9, \gamma^7, \gamma^3, \gamma^6, \gamma^1, \gamma^2 \\ \gamma^8, \gamma^5, \gamma^{10}, \gamma^9, \gamma^7, \gamma^3, \gamma^6, \gamma^1, \gamma^2, \gamma^4 \\ \gamma^5, \gamma^{10}, \gamma^9, \gamma^7, \gamma^3, \gamma^6, \gamma^1, \gamma^2, \gamma^4, \gamma^8 \\ \gamma^{10}, \gamma^9, \gamma^7, \gamma^3, \gamma^6, \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^5 \\ \gamma^9, \gamma^7, \gamma^3, \gamma^6, \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^5, \gamma^{10} \\ \gamma^7, \gamma^3, \gamma^6, \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^5, \gamma^{10}, \gamma^9 \\ \gamma^3, \gamma^6, \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^5, \gamma^{10}, \gamma^9, \gamma^7 \\ \gamma^6, \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^5, \gamma^{10}, \gamma^9, \gamma^7, \gamma^3 \\ \gamma^1, \gamma^2, \gamma^4, \gamma^8, \gamma^5, \gamma^{10}, \gamma^9, \gamma^7, \gamma^3, \gamma^6 \\ \gamma^2, \gamma^4, \gamma^8, \gamma^5, \gamma^{10}, \gamma^9, \gamma^7, \gamma^3, \gamma^6, \gamma^1 \end{pmatrix} \begin{pmatrix} a_2 \\ a_4 \\ a_8 \\ a_5 \\ a_{10} \\ a_9 \\ a_7 \\ a_3 \\ a_6 \\ a_1 \end{pmatrix}$$

where $\gamma$ is a 11th root of unity in $GF(q)$. By the same procedure used to partition the matrix given in (13e) and (21a) the above matrix can be partitioned into blocks of $5 \times 5$ cyclic matrices, such that the blocks form a $2 \times 2$ cyclic matrix. That is,

$$\begin{pmatrix} b_2 \\ b_7 \\ b_8 \\ b_6 \\ b_{10} \\ b_9 \\ b_4 \\ b_3 \\ b_5 \\ b_1 \end{pmatrix} = \begin{pmatrix} \gamma^4, \gamma^3, \gamma^5, \gamma^1, \gamma^9 \\ \gamma^3, \gamma^5, \gamma^1, \gamma^9, \gamma^4 \\ \gamma^5, \gamma^1, \gamma^9, \gamma^4, \gamma^3 \\ \gamma^1, \gamma^9, \gamma^4, \gamma^3, \gamma^5 \\ \gamma^9, \gamma^4, \gamma^3, \gamma^5, \gamma^1 \\ \gamma^7, \gamma^8, \gamma^6, \gamma^{10}, \gamma^2 \\ \gamma^8, \gamma^6, \gamma^{10}, \gamma^2, \gamma^7 \\ \gamma^6, \gamma^{10}, \gamma^2, \gamma^7, \gamma^8 \\ \gamma^1, \gamma^9, \gamma^4, \gamma^3, \gamma^5 \\ \gamma^2, \gamma^7, \gamma^8, \gamma^6, \gamma^{10} \end{pmatrix} \begin{pmatrix} a_2 \\ a_7 \\ a_8 \\ a_6 \\ a_{10} \\ a_9 \\ a_4 \\ a_3 \\ a_5 \\ a_1 \end{pmatrix}$$
This has a form similar to the matrix (21b), where \( A \) and \( B \) are \( 5 \times 5 \) cyclic matrices. The corresponding 5-point vectors \( D \) and \( E \) can be obtained by direct computations without using 5-point cyclic convolutions. Thus, the number of multiplications needed to perform a 11-point transform is 50.

For \( d_i = 13 \), the permutation \( \sigma \) is given by

\[
\sigma = \begin{pmatrix}
1, & 2, & 3, & 4, & 5, & 6, & 7, & 8, & 9, & 10, & 11, & 12 \\
2, & 4, & 8, & 3, & 6, & 12, & 11, & 9, & 5, & 10, & 7, & 1
\end{pmatrix}
\]

Applying the above permutation \( \sigma \) to (17b), this yields

\[
\begin{pmatrix}
\gamma^4, & \gamma^8, & \gamma^3, & \gamma^6, & \gamma^{12}, & \gamma^{11}, & \gamma^9, & \gamma^5, & \gamma^{10}, & \gamma^7, & \gamma^1, & \gamma^2 \\
\gamma^8, & \gamma^3, & \gamma^6, & \gamma^{12}, & \gamma^{11}, & \gamma^9, & \gamma^5, & \gamma^{10}, & \gamma^7, & \gamma^1, & \gamma^2, & \gamma^4 \\
\gamma^3, & \gamma^6, & \gamma^{12}, & \gamma^{11}, & \gamma^9, & \gamma^5, & \gamma^{10}, & \gamma^7, & \gamma^1, & \gamma^2, & \gamma^4, & \gamma^8 \\
\gamma^6, & \gamma^{12}, & \gamma^{11}, & \gamma^9, & \gamma^5, \gamma^{10}, & \gamma^7, & \gamma^1, \gamma^2, & \gamma^4, \gamma^8, & \gamma^3, & \gamma^7 \\
\gamma^{12}, & \gamma^{11}, & \gamma^9, & \gamma^5, \gamma^{10}, & \gamma^7, & \gamma^1, \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, & \gamma^8, & \gamma^3 \\
\gamma^{11}, & \gamma^9, & \gamma^5, \gamma^{10}, & \gamma^7, & \gamma^1, \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, & \gamma^7, & \gamma^1, \gamma^2 \\
\gamma^9, & \gamma^5, \gamma^{10}, & \gamma^7, & \gamma^1, \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, & \gamma^7, \gamma^1, \gamma^2 \\
\gamma^5, & \gamma^{10}, & \gamma^7, & \gamma^1, \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, \gamma^7, & \gamma^1, \gamma^2 \\
\gamma^{10}, & \gamma^7, & \gamma^1, \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, \gamma^7, \gamma^1, \gamma^2 \\
\gamma^7, & \gamma^1, \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, \gamma^7, \gamma^1, \gamma^2 \\
\gamma^1, & \gamma^2, \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, \gamma^7, \gamma^1, \gamma^2 \\
\gamma^2, & \gamma^4, \gamma^8, & \gamma^3, \gamma^6, \gamma^{12}, \gamma^7, \gamma^1, \gamma^2
\end{pmatrix}
\]

where \( \gamma \) is a 13th root of unity in \( GF(q) \). Then by a similar procedure used to partition the matrix (13e) or (21a), the above matrix can be partitioned into blocks of \( 4 \times 4 \) cyclic matrices, such that the blocks form a \( 3 \times 3 \) cyclic matrix. That is,

\[
\begin{pmatrix}
E_0 \\
E_1 \\
E_2
\end{pmatrix}
= 
\begin{pmatrix}
A & B & C \\
B & C & A \\
C & A & B
\end{pmatrix}
\begin{pmatrix}
Y_0 \\
Y_1 \\
Y_2
\end{pmatrix}
\]

where

\[
E_0 = \begin{pmatrix}
b_2 \\
b_{10} \\
b_{11} \\
b_3
\end{pmatrix}, \quad E_1 = \begin{pmatrix}
b_6 \\
b_4 \\
b_7 \\
b_9
\end{pmatrix}, \quad E_2 = \begin{pmatrix}
b_5 \\
b_{12} \\
b_8 \\
b_{11}
\end{pmatrix}
\]
\[
A = \begin{pmatrix}
\gamma^4\gamma^7\gamma^9\gamma^6 \\
\gamma^7\gamma^9\gamma^6\gamma^4 \\
\gamma^8\gamma^6\gamma^4\gamma^7 \\
\gamma^6\gamma^4\gamma^7\gamma^9 \\
\end{pmatrix}
B = \begin{pmatrix}
\gamma^{12}\gamma^8\gamma^1\gamma^5 \\
\gamma^8\gamma^1\gamma^5\gamma^{12} \\
\gamma^1\gamma^5\gamma^{12}\gamma^8 \\
\gamma^5\gamma^{12}\gamma^8\gamma^1 \\
\end{pmatrix}
\]
\[
C = \begin{pmatrix}
\gamma^{10}\gamma^{11}\gamma^3\gamma^2 \\
\gamma^{11}\gamma^3\gamma^2\gamma^{10} \\
\gamma^3\gamma^2\gamma^{10}\gamma^{11} \\
\gamma^2\gamma^{10}\gamma^{11}\gamma^3 \\
\end{pmatrix}
Y_0 = \begin{pmatrix}
Y_1 \\
Y_2 \\
Y_3 \\
\end{pmatrix}
\]
\[
Y_1 = \begin{pmatrix}
a_6 \\
a_4 \\
a_7 \\
a_9 \\
\end{pmatrix}
Y_2 = \begin{pmatrix}
a_5 \\
a_{12} \\
a_8 \\
a_{11} \\
\end{pmatrix}
\]

Note that \( A, B, \) and \( C \) are \( 4 \times 4 \) cyclic matrices. Using the same procedure for computing the system given by (23), the above system can be obtained as

\[
E_0 = 3^{-1}(C_1 + C_2 + C_3)C_2
\]

\[
E_1 = 3^{-1}(C_1 + C_2 + C_3)C_3
\]

\[
E_2 = 3^{-1}(C_1 + C_2 + C_3)
\]

(32)

where

\[
C_1 = (C + A + B) (Y_0 + Y_1 + Y_2)
\]

\[
C_2 = M_1 - M_2 = (C - B) (Y_2 - Y_0) - (A - B) (Y_1 - Y_0)
\]

\[
C_3 = M_1 - M_3 = (C - B) (Y_2 - Y_0) - (C - A) (Y_2 - Y_0)
\]

In (32), it is evident that the computation of \( C_1 \) or \( M_1 \) or \( M_2 \) or \( M_3 \) requires 5 multiplies. Hence the total number of multiplications needed to perform the transform defined by (31) is 16.

The total number of integer multiplications of \( d_l \)-point transform over \( GF(q) \) for \( d_l = 2, 3, 5, 7, 9, 11, 13, \) \( P \) is shown in Table 2.
V. The DFT Over GF(q) by Multidimensional Techniques

To compute the transform of longer sequences, let \( d = d_1 \cdot d_2 \ldots d_r \), where \( (d_i, d_j) = 1 \), for \( i \neq j \), and let \( R_d \) be the ring of integers modulo \( d \). Then, by using the Chinese Remainder theorem (Theorem 1 for integers), it can be shown that the direct sum of rings

\[
R_d = R_{d_1} + R_{d_2} + \ldots + R_{d_r}
\]

\[
= \left\{ (\alpha_1, \alpha_2, \ldots, \alpha_r) \mid \alpha_k \in R_{d_k} \text{ for } k = 1, \ldots, r \right\}
\]

where

\[
(\alpha_1, \alpha_2, \ldots, \alpha_r) + (\beta_1, \beta_2, \ldots, \beta_r) = (\alpha_1 + \beta_1, \alpha_2 + \beta_2, \ldots, \alpha_r + \beta_r)
\]

and

\[
(\alpha_1, \alpha_2, \ldots, \alpha_r) \cdot (\beta_1, \beta_2, \ldots, \beta_r) = (\alpha_1 \cdot \beta_1, \alpha_2 \cdot \beta_2, \ldots, \alpha_r \cdot \beta_r)
\]

is a ring of \( d \) elements which is isomorphic to the ring \( R_d \). If \( d = d_1 \cdot d_2 \ldots d_r \), by using the direct sum of finite rings, it is shown in Ref. 13 that the \( d \)-point DFT over \( GF(q) \) defined in (1) can be decomposed into multidimensional DFT as follows:

\[
A(j_1, j_2, \ldots, j_r) = \sum_{i_1=0}^{d_1-1} \sum_{i_2=0}^{d_2-1} \ldots \sum_{i_r=0}^{d_r-1} a(i_1, i_2, \ldots, i_r) \gamma^{(i_1, 0, \ldots, 0)} 
\gamma^{(0, i_2, 0, \ldots, 0)} \ldots \gamma^{(0, \ldots, i_r, 0)} 
\gamma^{(0, 0, \ldots, 0)} 
\gamma^{(1, 0, \ldots, 0)} 
\gamma^{(2, 0, \ldots, 0)} \ldots \gamma^{(0, 0, \ldots, 1)} 
\gamma^{(i_1, 0, \ldots, 0)} 
\gamma^{(i_2, 0, \ldots, 0)} \ldots \gamma^{(i_r, 0, \ldots, 0)} 
\gamma^{(i_1, i_2, \ldots, i_r)} 
\gamma^{i_1} \gamma^{i_2} \ldots \gamma^{i_r}
\]

\[
(33)
\]

where \( \gamma_k = \gamma^{(0, \ldots, 0, 1, 0, \ldots, 0)} \) with the 1 in the \( k \)-th position as a \( d_k \)-th root of unity in \( R_{d_k} \). Assume the number of multiplications used to perform \( d_r \)-point DFT for \( i = 1, 2, \ldots, r \) is \( m_i \). Then, by (33), it is evident that the number of multiplications for computing \( d \)-point DFT over \( GF(q) \) is equal to

\[
N = d_1 \cdot d_2 \ldots d_{r-1} m_r + d_1 \cdot d_2 \ldots d_{r-2} d_r m_{r-1} + \ldots + d_2 d_3 \ldots d_r m_1
\]
A simple example for computing the DFT over \( GF(q) \) by using multidimensional techniques is now presented.

**Example:** Let \( q = 2^5 - 1 \) and \( d = 2^5 - 2 = 2 \cdot 3 \cdot 5 = d_1d_2d_3 \). Compute the 30-point DFT over \( GF(q) \).

Since \( \alpha = 3 \) is a primitive element in \( GF(31) \), then \( \gamma \) is also a primitive element in \( GF(31) \) for \( j = 7, 11, 13, 17, 19, 21, 23, 27, 29 \). The choice of \( r = 3^{19} \) yields

\[
(\gamma)^6 = (3^{19})^6 \equiv 3^{24} \equiv 2 \text{ mod } 31
\]

Thus, one can find the primitive element \( \gamma = 3^{19} \) such that \( \gamma_1 = \gamma^{(1,0,0)} = \gamma^{15} = -1, \gamma_2 = \gamma^{(0,1,0)} = \gamma^{10} = -6, \gamma_3 = \gamma^{(0,0,1)} = \gamma^6 = 2 \) are the elements of order 2, 3, 5, respectively. By (33), this FFT algorithm consists of the following 3 stages:

**Stage 1:**

\[
A^1_{(i_1,i_2,i_3)} = \sum_{i_3=0}^{4} a_{(i_1,i_2,i_3)} \gamma^{(0,0,1)} i_3 \gamma^{3 i_3} = \sum_{i_3=0}^{4} a_{(i_1,i_2,i_3)} 2^{i_3} \gamma^{3 i_3} \text{ for } i_3 = 0,1,2,3,4 \quad (34)
\]

**Stage 2:**

\[
A^2_{(i_1,i_2,i_3)} = \sum_{i_2=0}^{2} A^1_{(i_1,i_2,i_3)} \gamma^{(0,1,0)} i_2 \gamma^{j_2} = \sum_{i_2=0}^{2} A^1_{(i_1,i_2,i_3)} (-6)^{i_2} \gamma^{j_2} \text{ for } i_2 = 0,1,2
\]

**Stage 3:**

\[
A^3_{(i_1,i_2,i_3)} = \sum_{i_1=0}^{1} A^2_{(i_1,i_2,i_3)} \gamma^{(1,0,0)} i_1 \gamma^{j_1} = \sum_{i_1=0}^{1} A^2_{(i_1,i_2,i_3)} (-1)^{i_1} \gamma^{j_1} \text{ for } i_1 = 0,1
\]
In (34), we observe that both \( A^1_{(i_1,i_2,i_3)} \) and \( A^3_{(i_1,i_2,i_3)} \) can be evaluated without multiplications and that \( A^2_{(i_1,i_2,i_3)} \) is a 3-point DFT over \( GF(q) \). By Table 1, the number of multiplications used to perform \( A^2_{(i_1,i_2,i_3)} \) for \( i_2 = 0, 1, 2 \) is 1. This requires a total of \( N = 26 \cdot 0 + 10 \cdot 1 + 15 \cdot 0 = 10 \) integer multiplications modulo 31 for evaluating (30).

For most applications to digital filters, the two most important Mersenne primes are \( 2^{31} - 1 \) and \( 2^{61} - 1 \). The number of real integer multiplications used to perform a DFT over \( GF(q) \) of \( d = 2 \cdot p \cdot r_3 \), where \( r_3 = 5, 7, 9, 11, \) or 13 for \( q = 2^{31} - 1 \) and \( q = 2^{61} - 1 \) is given in Table 3. The present algorithm, and Winograd's new algorithm (Ref. 13) are compared in Table 3 by giving the number of real multiplications needed to perform these algorithms. These results for Winograd's algorithm come from Table 2, in Reference 13.

In Table 3, one can see that the transform over \( GF(q) \) appears comparable in speed with that given by Winograd (Ref. 13).
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Table 1. Factorization of the integers $2^p - 2$

<table>
<thead>
<tr>
<th>$p$</th>
<th>$2^p - 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>$3^2 \cdot 2 \cdot 5 \cdot 7 \cdot 13$</td>
</tr>
<tr>
<td>17</td>
<td>$2 \cdot 3 \cdot 5 \cdot 17 \cdot 257$</td>
</tr>
<tr>
<td>31</td>
<td>$2 \cdot 3^2 \cdot 7 \cdot 11 \cdot 31 \cdot 331 \cdot 151$</td>
</tr>
<tr>
<td>61</td>
<td>$2 \cdot 3^2 \cdot 5^2 \cdot 7 \cdot 11 \cdot 13 \cdot 31 \cdot 41 \cdot 61 \cdot 151 \cdot 331 \cdot 1321$</td>
</tr>
</tbody>
</table>

Table 2. The complexity of transforms over $GF(q)$ of small sequences where $q = 2^p - 1$

<table>
<thead>
<tr>
<th>$d_i$</th>
<th>No. of Integer Multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>50</td>
</tr>
<tr>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>$p$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. The complexity of the transform over $GF(q)$ where $q = 2^{31} - 1$ and $q = 2^{61} - 1$

<table>
<thead>
<tr>
<th>$d$</th>
<th>No. real integer multiplications of transform over $GF(2^{31} - 1)$</th>
<th>No. real integer multiplications of transform over $GF(2^{61} - 1)$</th>
<th>No. real integer multiplications of Winograd's new algorithm for real data</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0</td>
<td></td>
<td>72</td>
</tr>
<tr>
<td>62</td>
<td></td>
<td></td>
<td>144</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td>216</td>
</tr>
<tr>
<td>122</td>
<td></td>
<td></td>
<td>324</td>
</tr>
<tr>
<td>168</td>
<td></td>
<td></td>
<td>648</td>
</tr>
<tr>
<td>186</td>
<td>62</td>
<td></td>
<td>936</td>
</tr>
<tr>
<td>240</td>
<td></td>
<td></td>
<td>122</td>
</tr>
<tr>
<td>310</td>
<td>248</td>
<td></td>
<td>488</td>
</tr>
<tr>
<td>366</td>
<td></td>
<td></td>
<td>1302</td>
</tr>
<tr>
<td>420</td>
<td></td>
<td></td>
<td>976</td>
</tr>
<tr>
<td>434</td>
<td>496</td>
<td></td>
<td>1296</td>
</tr>
<tr>
<td>504</td>
<td></td>
<td></td>
<td>2106</td>
</tr>
<tr>
<td>558</td>
<td>744</td>
<td></td>
<td>1464</td>
</tr>
<tr>
<td>610</td>
<td></td>
<td></td>
<td>1952</td>
</tr>
<tr>
<td>806</td>
<td>1302</td>
<td></td>
<td>2790</td>
</tr>
<tr>
<td>840</td>
<td></td>
<td></td>
<td>5490</td>
</tr>
<tr>
<td>854</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1098</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1586</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1674</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2520</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3348</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix A

Let $a \in GF(q)$, where $(a, q) = 1$ and also let $S = a/q$. In this Appendix, it will be shown that the inverse element of $a$ can be obtained by using continued fractions.

If $S = a/q$, where $a \in GF(q)$, using Euclid’s algorithm, i.e.,

$$r_{k-2} = a_k r_{k-1} + r_k, \quad 0 < r_k < r_{k-1} \quad \text{for} \quad k = 1, 2, \ldots, n - 1 \quad (A-1)$$

with initial conditions $r_{-1} = q, r_{-2} = a$ and $r_{n-2} = r_{n-1} a_n$, one generates the sequence of the partial quotients, $a_0, a_1, \ldots, a_n$. By (A-1), $S$ can be developed into a continued fraction.

$$S = a_0 + (a_1 + (\ldots (a_k + a_n)^{-1} \ldots)^{-1})^{-1}, \quad k \leq n \quad (A-2)$$

By setting $a_k = 0$ in (A-2), one can determine a $k^{\text{th}}$ order approximation to $S$, which is called a convergent,

$$S_k = a_0 + (a_1 + (\ldots (a_k)^{-1} \ldots)^{-1})^{-1}$$

From (A-1), $S_0, S_1, \ldots, S_k, \ldots$ will terminate with $S_n$ since $r_n = 0$. Thus, $S_n = a/q$, where $n$ is a finite number.

A recursive formula for convergents is generated as follows:

$$S_0 = \frac{a_0}{1} = \frac{p_0}{q_0}$$

$$S_1 = a_0 + \frac{1}{a_1} = \frac{a_0 a_1 + 1}{a_1 + 0} = \frac{a_1 p_0 + p_{-1}}{a_1 q_0 + q_{-1}} = \frac{p_1}{q_1}$$

$$S_2 = a_0 + \frac{1}{a_1 + \frac{1}{a_2}} = \frac{(a_1 + 1/a_2) p_0 + p_{-1}}{(a_1 + 1/a_2) q_0 + q_{-1}} = \frac{a_2 p_1 + p_0}{a_2 q_1 + q_0} = \frac{p_2}{q_2}$$

The recursive convergents are defined as

$$S_k = \frac{a_k p_{k-1} + p_{k-2}}{a_k q_{k-1} + q_{k-2}} = \frac{p_k}{q_k} \quad (A-3)$$

where $p_{-1} = 1, q_{-1} = 0, p_0 = a_0, \text{ and } q_0 = 1$ for $k = 1, 2, \ldots, n$.

Let

$$l_k = p_k q_{k-1} - q_k p_{k-1}$$
By (A-3),

\[ I_k = p_k q_{k-1} - q_k p_{k-1} = -I_{k-1} \quad (A-4) \]

Since \( I_0 = p_0 q_{-1} - q_0 p_{-1} = a_0 \cdot 0 - 1 \cdot 1 = -1 \), one has by (A-4), \( I_1 = -I_0 = 1 \). With the above result, one has \( I_k = (-1)^{k+1} \). It follows that

\[ p_k q_{k-1} - q_k p_{k-1} = (-1)^{k+1} \text{ for } k \geq 0 \quad (A-5) \]

If \( n = k \), then \( S_n = p_n/q_n = a/q \). Thus, (A-5) becomes

\[ a q_{n-1} - q_p p_{n-1} = (-1)^{n+1} \quad (A-6) \]

It follows from (A-6) that the solutions of \( a x \equiv 1 \mod q \) are given by

\[ x \equiv q_{n-1} \mod q \text{ if } n \text{ is odd,} \]

\[ x \equiv -q_{n-1} \mod q \text{ if } n \text{ is even} \quad (A-7) \]

In order to determine an upper bound on the number of partial quotients to form a continued fraction for \( a/q \), \( 1 < a < q \), the following lemma and theorem are needed:

**Lemma 1:** Sequence \( \{q_k\} \) defined in (A-3) as a function of \( a_1, a_2, \ldots, a_k \) increases most slowly for \( a_1 = a_2 = \ldots = a_k = 1 \) for all \( k \).

**Proof:** By (A-3), \( q_k = a_k q_{k-1} + q_{k-2} \), where \( q_k \geq 1 \) for all \( k \) and \( q_1 = a_1 \cdot q_1 \) is a minimum for \( q_1 = a_1 = 1 \). For purposes of induction, assume the theorem is true for all \( a \leq k \leq n \), i.e., \( \min_{a_1, \ldots, a_k} q_k \) is achieved for \( a_1 = a_2 = \ldots = a_k = 1 \) for \( k \leq n \). Now

\[ q_{n+1} = a_{n+1} q_n + q_{n-1} \]

so that

\[ \min_{a_1, \ldots, a_k} q_{n+1} = \left( \min_{a_{n+1}, a_{n+1}} \right) \left( \min_{a_1, \ldots, a_n} q_n \right) + \left( \min_{a_1, \ldots, a_{n-1}} q_{n-1} \right) \]

\[ = 1(a_n|a_1 = a_2 \ldots a_n = 1) + (q_{n-1}|a_1 = a_2 \ldots a_{n-1} = 1) \]

\[ = q_{n+1}|a_1 = a_2 \ldots a_{n+1} = 1 \]

and the induction is complete.
Definition: The number $b_n$ is called a Fibonacci number if $b_n = b_{n-1} + b_{n-2}$ with $b_0 = 1$, $b_1 = 1$.

Theorem 2: Let $b_n$ be a Fibonacci number. If $b_{n-1} < p \leq b_n$ then, the upper bound on the number of partial quotients needed to form a continued fractions for $a/q$, $1 < a < q$, is $n$.

Proof: If $1 = a_1 = a_2 = a_3 = \ldots$, then $q_0 = 1$, $q_1 = 1$, $q_2 = 1 + 1 = 2$, $q_3 = q_2 + q_1 = 2 + 1 = 3$, $q_4 = 3 + 2 = 5$, etc. These are the Fibonacci numbers, $b_n$ for $(n = 0, 1, 2, \ldots)$. Thus, if $q_n = q$ is a Fibonacci number, then $a_1 = a_2 = \ldots = a_n = 1$. Thus, by lemma, the largest value of $n$ is achieved.

If $a_k = q$ for $b_{n-1} < q \leq b_n$, then, by the lemma, $b_k < q_k = q \leq b_n$. Hence $k < n$, and $n$ is the upper bound of partial quotients to form continued fractions for $a/q$, $1 < a < q$.

A simple example is now presented for finding the inverse element in $GF(q)$.

Example: Let $GF(q)$ be the field of integers modulo the Mersenne prime $q = 2^7 - 1$. Find an inverse element of 19 in $GF(127)$.

Let $a = 19$ and let $S = 19/127$. From the tabular form (Table A-1) when $k = n = 4$, one observes $r_4 = 0$. Thus, $S = S_4 = 19/127$. Hence, $q_3 = 20$. By (A-7), $a^{-1} = -20 \equiv 107 \mod 127$ is the inverse element of 19. Since $b_4 = 5 < q_4 = 127 < b_{11} = 144$, by Theorem 2, the upper bound on the numbers of partial quotients is 11.
Table A-1. A computation of convergents to a continued fraction

<table>
<thead>
<tr>
<th>$k$</th>
<th>$r_{k-2}$ = q$r_{k-1}$ + r$_k$</th>
<th>$a_k$</th>
<th>$r_k$</th>
<th>$p_k = a_k p_{k-1} + p_{k-2}$</th>
<th>$q_k = a_k q_{k-1} + q_{k-2}$</th>
<th>$S_k = p_k / q_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>19 = 0·127 + 19</td>
<td>0</td>
<td>19</td>
<td>$p_0 = 0·1 + 0 = 0 = a_0$</td>
<td>$q_0 = 0·0 + 1 = 1$</td>
<td>$S_0 = 0$</td>
</tr>
<tr>
<td>1</td>
<td>127 = 6·19 + 13</td>
<td>6</td>
<td>13</td>
<td>$p_1 = 6·0 + 1 = 1$</td>
<td>$q_1 = 6·1 + 0 = a_1$</td>
<td>$S_1 = 1/6$</td>
</tr>
<tr>
<td>2</td>
<td>19 = 1·13 + 6</td>
<td>1</td>
<td>6</td>
<td>$p_2 = 1·1 + 0 = 1$</td>
<td>$q_2 = 1·6 + 1 = 7$</td>
<td>$S_2 = 1/7$</td>
</tr>
<tr>
<td>3</td>
<td>13 = 2·6 + 1</td>
<td>2</td>
<td>1</td>
<td>$p_3 = 2·1 + 1 = 3$</td>
<td>$q_3 = 2·7 + 6 = 20$</td>
<td>$S_3 = 3/20$</td>
</tr>
<tr>
<td>4</td>
<td>6 = 6·1</td>
<td>6</td>
<td>0</td>
<td>$p_4 = 6·3 + 1 = 19$</td>
<td>$q_4 = 6·20 + 7 = 127$</td>
<td>$S_4 = 19/127$</td>
</tr>
</tbody>
</table>
Appendix B

Let a and b be relatively prime and let A be a cyclic \( ab \times ab \) matrix. In this Appendix, it will be shown in the following theorem that there exists a permutation \( \pi \) of the rows and columns so that A can be partitioned into blocks of \( b \times b \) cyclic matrices, such that the blocks form a \( a \times a \) cyclic matrix.

**Theorem 1:** Let a and b be relatively prime. Let A be the cyclic \( ab \times ab \) matrix given by

\[
A_{(x,y)} = f_{(x+y \mod ab)}, \quad 0 \leq x, y < ab
\]

If \( \pi \) is a permutation of \( \{0,1, \ldots, ab-1\} \), let

\[
B_{(x,y)} = A_{(\pi(x), \pi(y))}
\]

Then there exists a permutation \( \pi \) such that, if B is partitioned into \( b \times b \) submatrices, then each submatrix is cyclic and the submatrices form a \( a \times a \) cyclic matrix.

**Proof:** Let \( Z_n = \{0,1, \ldots, n-1\} \) be the additive group of integers modulo \( n \). By the Chinese Remainder Theorem, the mapping \( \alpha: Z_{ab} \rightarrow Z_a \times Z_b \) given by

\[
\alpha(x) = (x \mod a, x \mod b), \quad x \in Z_{ab}
\]

is an isomorphism. Define also the mapping \( \beta: Z_{ab} \rightarrow Z_a \times Z_b \) given by

\[
\beta(x) = \left( u = \frac{x - y}{b}, \quad v \equiv x \mod b \right)
\]

for \( x \in Z_{ab} \). Then \( \beta \) is a one-to-one and onto mapping, and \( \beta^{-1}(u,v) = bu + v, \quad u \in Z_a, \quad v \in Z_b \).

Let \( \pi = \alpha^{-1} \beta \). Then \( \pi \) is a permutation of \( Z_{ab} \). Let \( \beta_{i,j} : i, j \in Z_{a}, \) be the \( (i,j)^{th} \) \( b \times b \) submatrix of \( B \). Then for \( v, w \in Z_{b} \),

\[
B_{ij}(v,w) = B_{(bi+v, bj+w)}
\]

\[
= B_{(\beta^{-1}(i,v), \beta^{-1}(j,w))}
\]

\[
= A_{(\pi \beta^{-1}(i,v), \pi \beta^{-1}(j,w))}
\]

\[
= A_{(\alpha^{-1}(i,v), \alpha^{-1}(j,w))}
\]

\[
= f_{((\alpha^{-1}(i,v) + \alpha^{-1}(j,w)) \mod a \cdot b)}
\]
Since $\alpha^{-1}$ is an isomorphism

$$\beta_{ij}(v,w) = f(\alpha^{-1}((i+j) \mod a, (v+w) \mod b))$$

If we fix $i$ and $j$ in the above eq., it is evident that the $(i,j)^{th}$ $b \times b$ submatrix of $B$ is cyclic matrix. Similarly, by fixing $v$ and $w$, the submatrices $B_{ij}$ form an $a \times a$ cyclic matrix.

**Example:** Let $a = 2$, $b = 3$. Then $\alpha(x) = (x \mod 2, x \mod 3)$ and $\alpha^{-1}(u,v) = 3u + 4v \mod 6$. Also $\beta(x) = (u = (x - v)/3, v \equiv x \mod 3)$ and $\beta^{-1}(u,v) = 3u + v$. Finally $\pi = \begin{pmatrix} 0 & 1 & 2 & 3 & 4 & \frac{5}{6} \\ 0 & 4 & 2 & 3 & 1 & \frac{5}{6} \end{pmatrix}$ or the 2-cycle (14).