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Stability of the multigigabit telemetry digital Costas loop is considered. It is shown that the present design is stable with about 35.2 dB gain margin, and therefore is quite stable. This paper considers the bandpass filter implementation of the data filters.

I. Introduction

The purpose of this article is to demonstrate analytically that the multigigabit telemetry Costas loop demodulator is stable over the expected signal dynamic range. The gain margin is about 35.2 dB when \( M = 4 \) (see Fig. 1). It is well known that a digital Costas loop becomes more unstable as internal delays increase and this fact is verified by the analysis contained herein.

Two methods of stability analysis were employed. First, Jury's stability condition was used and secondly, a root locus was constructed for the digital loop. Both methods yield the same stability criteria.

II. Stability Analysis

First we develop the system loop equation expressed in \( z \) transforms. Consider Fig. 1, where the digital Costas loop under consideration is displayed. A portion of the phase detector is analog with the filtering accomplished digitally.

An equivalent loop model is shown in Fig. 2. Because the filtering is done digitally, the loop filter can be expressed directly in the \( Z \) variable where \( Z = e^{STM} \) with \( S \) being the Laplace transform variable. The internal updating duration into the loop filter is \( T_M \) where \( T_M = MT_S \) with \( T_S \) being the data symbol\(^1\) duration. At present, at all data rates, there are four samples per symbol out of the rate buffers (Fig. 1), so averaging over four samples is equivalent in terms of delays in sampling every symbol (at rate \( R_S \)). First we obtain \( H(Z) \), the loop filter \( z \)-transform.

If the input of the summer branch of the loop filter is denoted as \( e_n \) and the output as \( U_n \), then (see Fig. 1)

\[
U_n = K_i \sum_{i=0}^{n} e_i
\]  

(1)

or by adding \( K_f e_{n+1} \) to both sides we obtain

\[
U_{n+1} = U_n + K_f e_{n+1}
\]  

(2)

\(^1\)The parameter \( k \) is set so that this is true, and \( M = 4 \) in the present design (see Fig. 1).
Taking $z$-transforms we obtain the $z$-transform of $(U_n)$ in terms of the $z$-transform of $(ε_n)$

$$ U(Z) = \frac{E(Z) K_I}{1 - Z^{-1}} $$

(3)

where

$$ E(Z) = \sum_{n=0}^{\infty} ε_n Z^{-n} $$

(4)

$$ U(Z) = \sum_{n=0}^{\infty} U_n Z^{-n} $$

(5)

The proportional term, when $z$-transformed, remains unaltered so that

$$ F(Z) = K_L + \frac{K_I}{1 - Z^{-1}} $$

(6)

Next we need the $z$-transform of the product of the zero order hold ($H^o(S)$) and the VCO($K_{VCO}/S$) which we denote by

$$ z \left\{ H^o(S) \frac{K_{VCO}}{S} \right\} = B(Z) $$

Taking $z$-transforms we have

$$ B(Z) = z \left\{ 1 - \frac{e^{-ST_M}}{S^2} \right\} K_{VCO} $$

(7)

or

$$ B(Z) = \frac{K_{VCO} T_M}{Z - 1} $$

(8)

In order to get the closed loop transfer function (and letting $θ(Z)$ be the transform of $θ(t)$ etc.), we write the $z$-transform of the oscillator output phase estimates as

$$ \hat{θ}(Z) = \left( \frac{K_{VCO} T_M}{Z - 1} \right) GF(Z) Φ(Z) $$

(9)

Since the phase error $Φ(t)$ has transform $Φ(Z)$, and the phase estimate $\hat{θ}(t)$ has transform $\hat{θ}$, we have

$$ Φ(Z) = θ(Z) - \hat{θ}(Z) $$

(10)

Now clearly

$$ \hat{θ}(Z) = \frac{K_{VCO} T_M}{(Z - 1)} GF(Z) \left[ θ(Z) - \hat{θ}(Z) \right] $$

(11)

where

$$ θ(Z) = z[θ(t)], \ Φ(Z) = z[Φ(t)], \ \hat{θ}(Z) = z[\hat{θ}(t)] $$

(12)

and where $G$ is the signal gain of the Costas loop. Solving for $\hat{θ}(Z)$, we have

$$ \hat{θ}(Z) = \left[ \frac{G K_{VCO} T_M F(Z)}{(Z - 1) + G K_{VCO} T_M F(Z)} \right] θ(Z) $$

(13)

Therefore, the closed loop transfer function in the $Z$ variable is

$$ H(Z) = \frac{G K_{VCO} T_M F(Z)}{(Z - 1) + G K_{VCO} T_M F(Z)} $$

(14)

For our case of a hard-limited, in-phase channel Costas loop, the loop gain, $G$, is proportional to the signal gain through the limiter times the signal voltage itself. The limiter signal gain depends upon the SNR into the limiter.

Rearranging Eq. (14), we obtain

$$ H(Z) = \frac{G K_{VCO} T_M F(Z)}{1 + \frac{G K_{VCO} T_M F(Z)}{Z - 1}} $$

(15)

In this expression, $\frac{G K_{VCO} T_M F(Z)}{Z - 1}$ is the denominator of $H(Z)$, which we denote by $DiH(Z)$.

Since the stability of the loop depends on the closed loop poles of $H(Z)$, we consider the denominator of $H(Z)$, which we denote by $DiH(Z)$.

$$ DiH(Z) = 1 + \frac{G K_{VCO} T_M F(Z)}{Z - 1} $$

(16)
Using Eq. (6) in Eq. (16) we obtain

\[ DIH(Z) = 1 + \frac{G_{K_L} K_{VCO} T_M}{Z - 1} + \frac{G_{K_f} T_M K_{VCO} Z}{(Z - 1)^2} \] (17)

Setting \( DIH(Z) = 0 \) produces

\[ Z^2 + (a + b - 2)Z + (1 - a) = 0 \] (18)

where

\[ a = G_{K_L} K_{VCO} T_M \] (19)

\[ b = G_{K_f} K_{VCO} T_M \] (20)

We apply the Jury stability criterion (Ref. 1) to Eqs. (18) to (20) to determine if the loop is stable. The Jury stability criterion is based on the coefficients of \( DIH(Z) \). Specifically for digital first and second order loops, we have

1. First order loop: if

\[ DIH(Z) = a_1 Z + a_0 = 0, \quad a_1 > 0 \] (21)

and

\[ \left| \frac{a_0}{a_1} \right| < 1 \] (22)

then the system is stable.

2. Second order loop: If

\[ DIH(Z) = a_2 Z^2 + a_1 Z + a_0 = 0, \quad a_2 > 0 \] (23)

and

\[ (I) \quad a_2 + a_1 + a_0 > 0 \]

\[ (II) \quad a_2 - a_1 + a_0 < 0 \]

\[ (III) \quad a_0 - a_2 < 0 \] (24)

then the system is stable.

Use of condition (I) of (2) in Eq. (18) results in

\[ 1 + a + b - 2 + 1 - a = b > 0 \] (25)

From condition II of (2) we have

\[ 1 + 2 - a - b + 1 - a = 4 - 2a - b > 0 \] (26)

or

\[ 4 - G_{K_{VCO}} T_M (2K_L + K_f) > 0 \] (27)

The present design calls for

\[ \frac{K_f}{K_L} = 2^{-8} = 0.00391 \] (28)

so that for stability we must have

\[ G_{K_{VCO}} K_{VCO} T_M < 1.9961 \Delta f \] (29)

The third condition is met trivially, i.e.,

\[ 1 - a - 1 = - a < 0 \] (30)

which is true since

\[ - G_{K_L} K_{VCO} T_M < 0 \] (31)

We conclude from Jury's stability criterion that for loop stability we require \( G_{K_{VCO}} K_{VCO} T_M < 2 \). At threshold conditions, it has been shown that \( G_0 K_{VCO} K_L T_d = 3.9046 \times 10^{-3} \) which is much less than 2.

As a double check on the stability result (Eq. 29) and also as a way of determining gain margin, we consider the root-locus plot for this system. To utilize the root locus we consider the open loop transfer function given by

\[ OL(Z) = G \Phi(Z) = \left\{ \frac{1}{P'(S)} \right\} \frac{K_{VCO}}{S} \]

or

\[ OL(Z) = \frac{G_{K_L} K_{VCO} T_M}{Z - 1} + \frac{G_{K_f} T_M K_{VCO} Z}{(Z - 1)^2} \] (32)
Using the notation of Eqs. (19) and (20) we have

\[
O_L(Z) = \frac{a}{Z - 1} + \frac{bZ}{(Z - 1)^2}
\] (33)

or

\[
O_L(Z) = \frac{(a + b) \left( Z - \frac{a}{a + b} \right)}{(Z - 1)^2}
\] (34)

Using the methods of the root locus (Ref. 2), which apply to the Z plane as well as the S plane, we know that the locus starts at the poles of \(O_L(Z)\) with zero gain \((a + b = 0)\), and terminates on the zeros for unbounded gain \((a + b = \infty)\). Further, the locus exists at any point along the real axis where an odd number of poles plus zeros is found to the right of the point. Using the above facts and the remaining rules of root locus construction yields the root locus of our digital Costas loop, as shown in Fig. 3.

Since system instability occurs when the root locus goes onto or outside of the unit circle, it is necessary to find the value of “gain” \((a + b)\) such that the locus just crosses the unit circle at the point \(Re(Z) = -1\) and \(Im(Z) = 0\). Since the “gain” is given by zero and pole distances we obtain

\[
a + b = \frac{1 - 2l^2}{1 - \frac{a}{a + b}}
\] (35)

Equation (35) yields

\[2a + b = 4\] (36)

or

\[a + \frac{b}{2} = 2\] (37)

For stability, therefore, the locus must be inside the unit circle, so we require

\[\left( a + \frac{b}{2} \right) < 2\] (38)

This condition is precisely the same as that derived from Jury’s stability criterion (Eq. (26)).

We conclude, then, that for stability

\[GK_t, K_{VCO} T_m < 2\] (39)

III. Gain Margin

Now we shall determine the gain margin of the loop, that is, how many dB increase in signal level is needed to just make the system unstable. To determine the gain margin we must compute the range in \(G\) which is the product of the AGC output signal voltage \(A\) and the gain through the limiter \(\alpha\), which depends on the limiter input \(SNR\) (SNR\(L\)), i.e.

\[G = \alpha A, \ \alpha = \alpha(SNR_L)\] (40)

We do this by considering the widest pre-AGC filter case \((53.4 \text{ MHz} = B)\) in which data rates vary from 4 MSPS to 32 MSPS. First we determine the range of the signal component \(m\) voltage \(A\) out of the AGC. Consider the noncoherent AGC model as shown in Fig. 4. Denote the input noise power by \(N_oB\) and the input signal power at threshold by \(S_o\). Further, denote the gain of the AGC at threshold by \(g_0\), and the total output power by \(P_T\). Then we have

\[g_0 (N_oB + S_o) = P_T\] (41)

or

\[g_0 = \frac{P_T}{N_oB + S_o}\] (42)

At a higher input signal level, \(S_1\), we have

\[g_1 (N_oB + S_1) = P_T\] (43)

or

\[g_1 = \frac{P_T}{N_oB + S_1}\] (44)

where \(g_1\) is the AGC gain when the input signal power is \(S_1\).

The output signal power component for each case is

\[P_o = S_o g_0\] (45)

\[P_1 = S_1 g_1\] (46)
Hence, the dynamic range of the output signal power is given by

\[
\frac{P_1}{P_0} = \frac{g_1 S_1}{g_0 S_0} = \frac{N_o B + S_o}{N_o B + S_1} \frac{S_1}{S_0}
\]

(47)

or

\[
\frac{P_1}{P_0} = \left( \frac{1}{\frac{N_o B}{S_1} + 1} \right) \left( \frac{N_o B}{S_0} + 1 \right)
\]

(48)

Then, when the final SNR is very large, Eq. (48) approaches

\[
\frac{P_1}{P_0} = \text{SNR}_o^{-1} + 1
\]

(49)

where \( \text{SNR}_o \) is the input SNR at threshold, i.e.,

\[
\text{SNR}_o = \frac{S_0}{N_o B}
\]

(50)

Now the direct component loop gain \( G \) \( K_L \) \( K_v \) \( T_4 \) increases by the ratio \( \alpha / \alpha_o \), where \( \alpha / \alpha_o \) is the ratio of limiter suppression factors. The suppression factor is given by

\[
\alpha = \text{erf} \left( \frac{S_o}{N_o} \right)
\]

(51)

where

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-y^2} dy
\]

(52)

The signal voltage ratio into the loop (out of the AGC) is given by

\[
\frac{A_1}{A_0} = \frac{\sqrt{g_1 S_1}}{\sqrt{g_0 S_0}} = \frac{\sqrt{P_1}}{\sqrt{P_0}} = \eta
\]

(53)

At the lowest data rates (4 MSIPS) in which the 53.4 MHz bandpass filter is used and at the lowest value of \( E_s/N_o \) (-4 dB), we find that the \( \text{SNR}_o \), in 53.4 MHz, is given by

\[
\text{SNR}_o = \frac{E_s}{N_o B} = -15.1 \text{ dB}
\]

(54)

The limiter suppression factor is equal to

\[
\alpha = \frac{E_s}{N_o B} \frac{R_s}{B} = 0.627
\]

(55)

At the maximum data rate (32 MSIPS) and the maximum value of \( E_s/N_o \) we find that the SNR in 53.4 MHz is

\[
\text{SNR}_1 = \frac{E_s}{N_o B} = 9.8 \text{ dB}
\]

(56)

and the corresponding limiter value is equal to

\[
\alpha_1 = \text{erf} \left( \sqrt{15.8} \right) \approx 1.0
\]

(57)

Therefore the direct component loop gain at the maximum data rate and the maximum value of \( E_s/N_o \), assuming that it is set to threshold at the lowest data rate (4 MSIPS) and lowest value of \( E_s/N_o \) (-4 dB), is given by

\[
\alpha \frac{G_0 K_L K_v T_4}{\alpha_o} = 3.48 \times 10^{-2}
\]

(58)

where we have used Eqs. (48), (53), (55), (57) and the fact that \( G_0 K_L K_v T_4 = 3.004 \times 10^{-3} \) at threshold. We conclude that the gain margin (GM) is

\[
GM = 20 \log \left( \frac{2}{3.48 \times 10^{-2}} \right) = 35.2 \text{ dB}
\]

(59)

when \( M = 4 \). It, therefore, is clear that the loop is quite stable.

**IV. Conclusion**

In the present digital Costas loop design with \( M = 4 \), there is about 35 dB of gain margin. Further refinement in the model will be discussed in a later report.
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Fig. 1. Model of current multimegabit carrier mode (Costas loop) in tracking
Fig. 2. Equivalent linear phase lock loop model

Fig. 3. Root locus of multimegabit digital Costas loop (second order)

Fig. 4. Noncoherent AGC model for determining dynamic range