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In this article, by using coding and combinatorial techniques, an approximate formula for the weight distribution of decodable words of most linear block codes is evaluated. This formula is then used to give an approximate expression for the decoder error probability \( P_E(u) \) of linear block codes, given that an error pattern of weight \( u \) has occurred. It is shown that \( P_E(u) \) approaches the constant \( Q \) as \( u \) gets large, where \( Q \) is the probability that a completely random error pattern will cause decoder error.

I. Introduction

Coding is used in a digital communication system to detect and correct errors introduced in the data stream by channel noise. An important parameter to evaluate the performance of a code is its decoder error probability. Let \( C \) be a linear \((n, k, d)\) code over \( GF(q) \), and \( C^\perp \) be its \((n, n-k, d^\perp)\) dual code. Let \( t \) be the number of errors the code is designed to correct. Let \( G \) be the generator matrix of \( C \). Let \( A_u \) denote the number of codewords of weight \( u \), and \( D_u \) denote the number of decodable words of weight \( u \). Decodable words are defined as all words lying within distance \( t \) from a codeword. If the decoder is assumed to be a bounded distance decoder, then the weight distribution for the decodable words can be used to find the decoder error probability of the code.

When a codeword \( c \in C \) is transmitted over a communication channel, channel noise may corrupt the transmitted signals. As a result, the receiver gets a corrupted version of the transmitted codeword \( c + e \), where \( e \) is an error pattern of some weight \( u \). If \( u \leq t \), then a bounded distance decoder on the receiver’s end detects and corrects the error \( e \) and recovers \( c \). If \( u > t \), the decoder fails, and it either

1. Detects the presence of the error pattern \( e \), but is unable to correct it, or

2. Misinterprets the received pattern \( c + e \) for some other codeword \( c' \) if the received pattern falls into the radius of the Hamming sphere around \( c' \).

Case (2) is, in most cases, more serious than case (1). This can occur when an error pattern \( e \) is of weight \( u \geq d - t \). As pointed out in [1] and [2], if all error patterns of weight \( u \) are equally probable, the decoder error probabil-

104
ity given that an error pattern of weight \( u \) occurs, denoted by \( P_E(u) \), is given by the following expression:

\[
P_E(u) = \frac{D_u}{\binom{n}{u}(q-1)^u} \quad d - t \leq u \leq n \quad (1)
\]

In this article, by using combinatorial and coding techniques, an approximate formula for the weight distribution of decodable words for most linear block codes is evaluated. This formula together with Eq. (1) gives an approximate formula for the decoder error probability \( P_E(u) \) for most linear block codes. It is also shown that

\[
P_E(u) \stackrel{\text{large } u}{\approx} Q
\]

where \( Q \) is the probability that a completely random error pattern will cause decoder error. That is,

\[
Q = \frac{(q^k - 1)V_n(t)}{q^n} \approx q^{-r}V_n(t) \quad (2)
\]

where \( r = n - k \) is the code's redundancy and \( V_n(t) = \sum_{i=0}^{t} \binom{n}{i}(q-1)^i \) is the volume of a Hamming sphere of radius \( t \).

II. Mathematical Preliminaries

In this section, combinatorial and coding techniques required to derive the results in later sections are introduced. These techniques are similar to those used in [6] to obtain the weight distribution of linear block codes.

A. Principle of Inclusion and Exclusion

Let \( X \) be a set of \( N \) objects, and \( P(1), P(2), \ldots, P(u) \) be a set of \( u \) properties. Let \( N(i_1, i_2, \ldots, i_r) \) be the number of objects with properties \( P(i_1), P(i_2), \ldots, P(i_r) \). The number of objects \( N(\emptyset) \) with none of the properties is given by [3]:

\[
N(\emptyset) = N - \sum \sum_{i_1 < i_2} N(i_1, i_2) + \ldots + (-1)^r \times \sum \sum_{i_1 < i_2 < \ldots < i_r} N(i_1, i_2, \ldots, i_r) + \ldots + (-1)^u N(1, 2, 3, \ldots, u) \quad (3)
\]

There are \( u + 1 \) terms on the right-hand side of Eq. (3), with the 0th term representing the total number of objects in \( X \). If all terms beyond the \( r \)th term on the right-hand side of Eq. (3) are ignored, then the resulting truncated sum is an upper bound when \( r \) is even, or a lower bound if \( r \) is odd. Thus the maximum error magnitude introduced in the inclusion and exclusion formula by ignoring all terms beyond the \( r \)th term does not exceed the magnitude of the \( (r+1) \)th term. This fact will be used later to upper bound the magnitude of the errors of the approximate weight distribution formula.

B. Facts on Coding Theory

A linear \( (n, k, d) \) code over \( GF(q) \) can be generated by a \( k \times n \) generator matrix \( G \), not necessarily unique and such that \( \text{rank}(G) = k \). Let \( l \) be the maximum number such that no \( l \) or fewer columns of \( G \) add to zero. Then

\[
l \leq k \quad (4)
\]

Equality in Eq. (4) is achieved in the case of maximum distance separable (MDS) codes. Since \( G \) is the parity-check matrix of \( C^\perp, l = d^\perp - 1. \) Let \( \text{col}_{i_1}, \text{col}_{i_2}, \ldots, \text{col}_{i_j} \) be any \( j \) particular columns of \( G, j \leq l \leq k \). It is obvious that there exists a \( k \times n \) generator matrix \( G' \) of \( C \) and a \( k \times k \) nonsingular matrix \( K \) such that

\[
G' = KG \quad (5)
\]

and \( \text{col}_{i_1}, \text{col}_{i_2}, \ldots, \text{col}_{i_j} \) of \( G' \) form a \( k \times j \) submatrix of the form \( \left( \begin{array}{c} 1 \\ \vdots \\ 0 \end{array} \right) \). This fact guarantees that given any pattern of \( j \) symbols on the \( i_1, i_2, \ldots, i_j \)th coordinates, the number of codewords with the \( j \)-symbol pattern on the \( i_1, i_2, \ldots, i_j \)th coordinates equals \( q^{k-j} \) for \( j \leq l \). This fact is important in the next section to evaluate the cardinalities of some sets of decodable words.

III. Derivation of Formulae

Let \( D \) be the set of decodable words of \( C \). Let \( d \) be a decodable word with Hamming weight \( u, u \geq n-l \). Let the coordinates of \( d \) be indexed by \( \{0, 1, \ldots, n-1\} \). Then \( d \) has \( v \) zeros \( (v \leq l) \), where \( v = n - u \). Let \( V \) be a set of \( v \) coordinates, \( |V| = v \). Let \( \{i_1, i_2, \ldots, i_j\} \subseteq \{0, 1, \ldots, n-1\} - V \) be a set of \( j \) coordinates. Define \( S(i_1, i_2, \ldots, i_j) = \{d : \)
\( d \in D \) and \( d \) has zeros in \( V \cup \{i_1, i_2, \ldots, i_j\} \). A decodable word \( d \in S(i_1, i_2, \ldots, i_j) \) always has at least \( v + j \) zeros. For \( 0 \leq j \leq l - v \), the number of zeros in the decodable words of \( S(i_1, i_2, \ldots, i_j) \) is less than or equal to \( l \). Now, since all words lying within the Hamming spheres (with volume \( V_n(t) \)) that surround codewords are decodable words, there are \( V_n(t) \) disjoint cosets that contain decodable words. Each coset can be constructed by adding a coset leader \( a \) (Hamming weight of \( a \leq t \)) to each codeword in \( C \). Thus from the discussion in Section II.B, for each of the \( V_n(t) \) different coset leaders (each corresponding to a coset), there are \( q^{k-v-j} \) codewords in \( C \) which, when added to the coset leader, give decodable words with zeros in the \( v + j \) coordinates. The number of decodable words in \( S(i_1, i_2, \ldots, i_j) \) is then given by

\[
|S(i_1, i_2, \ldots, i_j)| = q^{k-v-j}V_n(t)
\]

for \( 0 \leq j \leq l - v \) \hspace{1cm} (6)

For \( l - v + 1 \leq j \leq n - v - d + t \), the number of zeros in the decodable words of \( S(i_1, i_2, \ldots, i_j) \) exceeds \( l \), and apparently there is no simple expression for \( |S(i_1, i_2, \ldots, i_j)| \). For \( n - v - d + t + 1 \leq j \leq n - v - t \), the number of zeros in a decodable word is greater than or equal to \( n - d + t + 1 \), but less than or equal to \( n - t \). Thus any decodable word in \( S(i_1, i_2, \ldots, i_j) \) has weight less than or equal to \( d - t - 1 \). It is not hard to see that the elements of \( S(i_1, i_2, \ldots, i_j) \) cannot be decoded into a codeword of weight other than 0. Therefore, \( S(i_1, i_2, \ldots, i_j) \) contains all words of weight less than or equal to \( t \) in the coordinates \( \{0, 1, \ldots, n - 1\} \setminus (V \cup \{i_1, i_2, \ldots, i_j\}) \). Thus,

\[
|S(i_1, i_2, \ldots, i_j)| = \sum_{t=0}^{l} \binom{u-j}{i} (q-1)^t
\]

for \( n - v - d + t + 1 \leq j \leq n - v - t \) \hspace{1cm} (7)

For \( n - v - t + 1 \leq j \leq n - v \), since \( j \) is greater than or equal to \( n - v - t + 1 \), the number of zeros \( v + j \) is greater than or equal to \( n - t + 1 \). Therefore, the number of nonzero components is less than \( t \). Thus, all words with zeros on \( V \cup \{i_1, i_2, \ldots, i_j\} \) are decodable and thus

\[
|S(i_1, i_2, \ldots, i_j)| = q^{u-j}
\]

for \( n - v - t + 1 \leq j \leq n - v \) \hspace{1cm} (8)

In the cases for \( 0 \leq j \leq l - v \), \( n - v - d + t + 1 \leq j \leq n - v - t \), and \( n - v - t + 1 \leq j \leq n - v \), the set \( i_1, i_2, \ldots, i_j \) can be chosen arbitrarily from a set of \( u = n - v \) coordinates. Thus for every choice of \( j \), there are \( \binom{u}{j} \) sets \( S(i_1, i_2, \ldots, i_j) \). By the principle of inclusion and exclusion, the number of decodable words with exactly \( v \) zeros in \( V \), which is denoted by \( D_V \), is:

\[
D_V = |S(\emptyset)| + (-1)^r \sum_{i_1} |S(i_1)| + \ldots + (-1)^r
\]

\[
\times \sum_{i_1 < i_2 < \ldots < i_r} |S(i_1, i_2, \ldots, i_r)|
\]

\[
+ \ldots + (-1)^{n-v}S(i_1, i_2, \ldots, i_{n-v})
\]

\[
= \sum_{j=0}^{l-v} (-1)^j \binom{u}{j} q^{k-v-j}V_n(t) + \sum_{j=l-v+1}^{n-v-d+t} (-1)^j
\]

\[
\times \sum_{i_1 < i_2 < \ldots < i_j} |S(i_1, i_2, \ldots, i_j)|
\]

\[
+ \sum_{j=n-v-d+t+1}^{n-v-t} (-1)^j \binom{u}{j} \sum_{i=0}^{l-t} \binom{n-v-j}{i} (q-1)^i
\]

\[
+ \sum_{j=n-v-t+1}^{n-v} (-1)^j \binom{u}{j} q^{u-j}
\]

(9)

If all the terms beyond the \( l-v-1 \) terms are ignored in the above inclusion and exclusion formula, Eq. (9) is reduced to

\[
D_V = \sum_{j=0}^{l-v-1} (-1)^j \binom{u}{j} q^{k-v-j}V_n(t) + E_1
\]

(10)
where

\[ E_1 = (-1)^{l-v} \binom{u}{l-v} q^{k-l} V_n(t) \]

\[ + \sum_{j=l-v+1}^{n-v} \sum_{i_1 < \ldots < i_j} (-1)^j |S(i_1, \ldots, i_j)| \]

and \(|E_1| \leq \binom{u}{l-v} q^{k-l} V_n(t)\) (from the discussion in Section II.A). If \( E_2 = \sum_{j=l-v}^{u} \binom{u}{j} q^{k-v-j} V_n(t) \) is added and subtracted from Eq. (10), one has

\[ D'_v = \frac{(q-1)^u}{q^{n-k}} V_n(t) + E_1 + E_2 \]  \hspace{1cm} (11)

If \( \binom{u}{l-v} q \geq \binom{u}{l-v+1} \), that is, if \( u \geq \frac{q+1}{q} (n-l) - 1 \), \( E_2 \) is a sum of terms with alternate signs and descending magnitude. Then \(|E_2| \leq \binom{u}{l-v} q^{k-l} V_n(t)\). Thus

\[ D'_v = \frac{(q-1)^u}{q^{n-k}} V_n(t) + E \]  \hspace{1cm} (12)

where \( E = E_1 + E_2 \) and \(|E| \leq 2 \binom{u}{l-v} q^{k-l} V_n(t)\). \( D'_v \) can thus be approximated by \( \frac{(q-1)^u}{q^{n-k}} V_n(t) \), and the goodness of approximation depends on how small the ratio \( R = E / [(q-1)^u q^{-(n-k)} V_n(t)] \) is. By using the upper bound on \(|E|\), an upper bound on this ratio is given by

\[ R \leq \frac{2 \binom{u}{l-v} q^{k-l}}{(q-1)^u} \]  \hspace{1cm} (13)

Since \( v \leq l \), there are \( \binom{u}{v} \) ways to choose \( v \) zeros from \( \{0, 1, \ldots, n-1\} \). Then \( D_u \) can be approximated by the following expression:

\[ D_u = \sum_{|V|=n-u} D'_v \approx q^{-(n-k)} \binom{n}{u} (q-1)^u V_n(t) \]  \hspace{1cm} (14)

for \( u \geq \max\{n-l, \frac{q+1}{q} (n-l) - 1\} \).

Strictly speaking, the derivation of Eq. (14) is valid only for \( u \geq \max\{n-l, \frac{q+1}{q} (n-l) - 1\} \). However, it is observed that in most cases Eq. (14) is also a close approximation to \( D_u \) for \( u \) considerably smaller than \( n-l \) (as in the case of Reed-Solomon codes). The upper bound of \( R \) derived above has a denominator term \((q-1)^u\) and this indicates that this approximation formula is good for nonbinary linear codes, and is not useful for binary linear codes. The looseness of this approximation for binary linear codes is best illustrated by extended binary codes that have only even weights. In the case of binary primitive codes, Kasami et al. [4] generalized Sidelnikov’s approach [5] and showed that the weights of most binary primitive codes have approximate binomial distribution.

Cheung [6] later showed this is also true for nonbinary codes. It is conjectured in this article that the approximate Eq. (14) for the weight distribution of decodable words is also good for binary primitive codes. For nonbinary linear codes, the upper bound on \( R \) shows that the approximation in Eq. (14) is particularly good for codes with large alphabet sets. The upper bound on \( R \) for the \((31,15,17)\) Reed-Solomon code over \( GF(32) \) is given in Table 1. The weight distribution of decodable words and its approximation (using Eq. (14)) of the \((31,15,17)\) Reed-Solomon code are given in Table 2.

Given the approximate formula of \( D_u \), an approximate decoder error probability \( P_E(u) \) is obtained by substituting Eq. (14) into Eq. (1). It is observed that \( P_E(u) \) approximates the constant \( Q = q^{-u} V_n(t) \) as \( u \) gets large, where \( Q \) is the probability that a completely random error pattern will cause decoder error. An upper bound of \( R \) given by Eq. (13) shows that \( P_E(u) \) approaches \( Q \) “nearly exponentially” (for nonbinary codes) as \( u \) increases.

### IV. Conclusion

In this article, by using the inclusion and exclusion principle, an approximate formula for the weight distribution of decodable words of most linear block codes is derived. The decoder error probability \( P_E(u) \), which is a function of \( D_u \), is then shown to approach the constant \( Q \) as \( u \) gets large, where \( Q \) is the probability that a completely random error pattern will cause decoder error.
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Table 1. Upper bound on $R$ for the $(31,15,17)$ RS code

<table>
<thead>
<tr>
<th>$u$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>2.74943144e-024</td>
</tr>
<tr>
<td>17</td>
<td>1.50775270e-024</td>
</tr>
<tr>
<td>18</td>
<td>4.37734673e-025</td>
</tr>
<tr>
<td>19</td>
<td>8.94296586e-026</td>
</tr>
<tr>
<td>20</td>
<td>1.44241389e-026</td>
</tr>
<tr>
<td>21</td>
<td>1.95423782e-027</td>
</tr>
<tr>
<td>22</td>
<td>2.31146419e-028</td>
</tr>
<tr>
<td>23</td>
<td>2.44993596e-029</td>
</tr>
<tr>
<td>24</td>
<td>2.37090920e-030</td>
</tr>
<tr>
<td>25</td>
<td>2.12446863e-031</td>
</tr>
<tr>
<td>26</td>
<td>1.78181347e-032</td>
</tr>
<tr>
<td>27</td>
<td>1.41082139e-033</td>
</tr>
<tr>
<td>28</td>
<td>1.06190837e-034</td>
</tr>
<tr>
<td>29</td>
<td>7.64152968e-036</td>
</tr>
<tr>
<td>30</td>
<td>5.28215447e-037</td>
</tr>
<tr>
<td>31</td>
<td>3.52143591e-038</td>
</tr>
</tbody>
</table>

Table 2. Weight distribution and its approximation for the number of decodable words of the $(31,15,17)$ RS code over GF(32)

<table>
<thead>
<tr>
<th>$u$</th>
<th>$D_u$ (exact)</th>
<th>$D'_u$ (approximate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>1.998e+014</td>
<td>2.999e+015</td>
</tr>
<tr>
<td>10</td>
<td>5.232e+016</td>
<td>2.046e+017</td>
</tr>
<tr>
<td>11</td>
<td>6.348e+018</td>
<td>1.210e+019</td>
</tr>
<tr>
<td>12</td>
<td>4.817e+020</td>
<td>6.253e+020</td>
</tr>
<tr>
<td>13</td>
<td>2.613e+022</td>
<td>2.833e+022</td>
</tr>
<tr>
<td>14</td>
<td>1.113e+024</td>
<td>1.129e+024</td>
</tr>
<tr>
<td>15</td>
<td>3.970e+025</td>
<td>3.968e+025</td>
</tr>
<tr>
<td>16</td>
<td>1.231e+027</td>
<td>1.230e+027</td>
</tr>
<tr>
<td>17</td>
<td>3.364e+028</td>
<td>3.364e+028</td>
</tr>
<tr>
<td>18</td>
<td>8.111e+029</td>
<td>8.111e+029</td>
</tr>
<tr>
<td>19</td>
<td>1.721e+031</td>
<td>1.721e+031</td>
</tr>
<tr>
<td>20</td>
<td>3.200e+032</td>
<td>3.200e+032</td>
</tr>
<tr>
<td>21</td>
<td>5.196e+033</td>
<td>5.196e+033</td>
</tr>
<tr>
<td>22</td>
<td>7.322e+034</td>
<td>7.322e+034</td>
</tr>
<tr>
<td>23</td>
<td>8.822e+035</td>
<td>8.882e+035</td>
</tr>
<tr>
<td>24</td>
<td>9.178e+036</td>
<td>9.178e+036</td>
</tr>
<tr>
<td>25</td>
<td>7.967e+037</td>
<td>7.967e+037</td>
</tr>
<tr>
<td>26</td>
<td>5.699e+038</td>
<td>5.699e+038</td>
</tr>
<tr>
<td>27</td>
<td>3.272e+039</td>
<td>3.272e+039</td>
</tr>
<tr>
<td>28</td>
<td>1.449e+040</td>
<td>1.449e+040</td>
</tr>
<tr>
<td>29</td>
<td>4.647e+040</td>
<td>4.647e+040</td>
</tr>
<tr>
<td>30</td>
<td>9.603e+040</td>
<td>9.603e+040</td>
</tr>
<tr>
<td>31</td>
<td>9.603e+040</td>
<td>9.603e+040</td>
</tr>
</tbody>
</table>