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The problem is to test whether the frequency of random events (e.g., DSIF equipment failures) is at a nominally prescribed value. When the actual frequency is higher, a determination of this fact is to be made as quickly as possible. A test based on sequential maximum likelihood ratio methods is developed and approximations of its performance characteristics are derived. Results of Monte Carlo sampling demonstrate that these approximations are accurate and that high statistical efficiency is attained over a broad range of possible higher frequencies. Some applications to reliability and inventory policies for the DSIF are indicated.

I. Introduction

If $X_1, X_2, \cdots$ are observed times between random events, then the appropriate model assumes they are independent and identically distributed random variables with a probability density function of the exponential form

$$\lambda e^{-\lambda x}, \quad x > 0$$

The parameter $\lambda$ is identified as the (average) frequency of events per unit time. In the DSIF, this model is appropriate for both equipment failures and inventory demands. Reliability and inventory policies must depend heavily upon nominal $\lambda$-values estimated from available data. Not only are these values subject to error, but also the underlying $\lambda$-values themselves are subject to change. Systematic techniques are required for checking whether nominally prescribed $\lambda$-values are exceeded. The following examples of specific applications illustrate the general pattern:

1. Test inventory demand experience periodically to determine whether minimum stockage levels are sufficient.
2. Test demand rates of an individual facility to see if they are in line with the rates in other facilities.
3. Check the performance of repair facilities by testing the frequency of repeated failures of repaired parts.
4. Compare the reliability performance of an individual supplier's parts against established reliability levels.

The statistical problem arising in such situations is to test the nominal value $\lambda = \lambda_0$ against a range of alternatives, conveniently written $\lambda_0(1 + \theta_1) \leq \lambda \leq \lambda_0(1 + \theta_2)$. Here $\theta_1$ is the smallest fractional increase in $\lambda$ worth detecting, and $\theta_2$ is the largest fractional increase for which high statistical efficiency is important (could be
taken as $+\infty$). Since the problem is essentially unchanged if $X_1, X_2, \ldots$ are multiplied by a scale factor, it will be assumed without loss of generality that $\lambda_0 = 1$. When $\lambda = 1 + \theta$ the probability density function is

$$f_\lambda(x) = \begin{cases} (1 + \theta)e^{-(1+\theta)x}, & x > 0 \\ 0, & x \leq 0 \end{cases}$$

The null and alternative hypotheses are, respectively,

$$H: \theta = 0 \quad \text{and} \quad K: 0 < \theta < \theta_1 \leq \theta \leq \theta_2$$

In case $\theta_1 = \theta_2$, it is well-known (Ref. 1) that a sequential probability ratio test (SPRT) is optimal in the sense that it minimizes the expected sample sizes required when $\theta = 0$ and $\theta = \theta$, subject to prescribed type I and type II error probabilities, $\alpha$ and $\beta$. In applications such as reliability testing, however, it frequently is particularly important to reject $H$ quickly if $\theta$ is much larger than $\theta_1$, so that it is appropriate to choose $\theta_2$ much larger than $\theta$, and to seek a test which comes reasonably close to minimizing the expected sample sizes for all $\theta$ in $[\theta_1, \theta_2]$. In (Refs. 2 and 3) it is shown that sequential likelihood ratio tests asymptotically minimize all expected sample sizes as $\alpha, \beta \to 0$.

The present paper is concerned with the “small sample” properties of likelihood ratio tests for exponential distributions. Specifically, the tests for $H$ versus $K$ above are of the following form. Stop and reject $H$ at the first $n$ such that

$$\max_{n_1 \leq n \leq n_2} \log \left( \frac{f_n(X_1) \cdots f_n(X_n)}{f_n(X_1) \cdots f_n(X_n)} \right) \geq \log \gamma, \quad (\gamma > 1)$$

or equivalently

$$n \log (1 + \hat{\theta}_n) - \hat{\theta}_n S_n \geq \log \gamma$$

where $S_n = X_1 + \cdots + X_n$ and $\hat{\theta}_n$ is the value of $\theta$ which maximizes the likelihood function on $[\theta_1, \theta_2]$ (Eqs. 3 to 5); stop and accept $H$ at the first $n$ such that

$$\log \left( \frac{f_n(X_1) \cdots f_n(X_n)}{f_n(X_1) \cdots f_n(X_n)} \right) \leq \log \xi < 0$$

that is,

$$n \log (1 + \theta_1) - \theta_1 S_n \leq \log \xi$$

The main problem is to determine how to choose $\gamma$ and $\xi$ to attain prescribed bounds, $\alpha$ and $\beta$, on type I and type II error probabilities. The principal results in this connection are Eqs. (7) and (25) and Table 2 of Section 3. Several examples were investigated by Monte Carlo methods and the formulas proved to be acceptably accurate in all cases. The results are given in Table 3 of Subsection III and examples indicating lower bounds on the efficiency of the likelihood ratio tests are given in Table 4.

A major part of the derivation of the approximate formulas for error probabilities is the approximation in Subsection II of the distribution of the “excess over the boundary” or “overshoot” when Eqs. (1) and (2) are satisfied. In the standard approximations to the error probabilities and expected sample sizes of SPRT’s, the effects of this overshoot are ignored; but any reasonably accurate approximation must take it into account, as the results of Ref. 4 indicate. It is well-known that the excess over the boundary in Eq. (2) is exponentially distributed by virtue of the characteristic “memoryless” property of the exponentially distributed $X$’s. The derivation of this result is given in Subsection II. The distribution of excess over the boundary in Eq. (1) when $\hat{\theta}_n = \theta_i$ (i.e., $\theta_i = \theta_2$) is approximated by deriving the limit distribution as $\log \gamma \to \infty$, based on a result of S. C. Port (Ref. 5). This limit distribution also leads to a natural approximation to the excess in Eq. (1) in the general case.

A major simplification is effected in Subsection III by studying the probability when $\theta = 0$ that Eq. (1) ever holds for any $n$. This differs from the probability, $\alpha$, that Eq. (1) occurs before Eq. (2) by at most a factor of $(1 - \beta)$, by virtue of the argument in the usual derivation of SPRT error approximations (Ref. 6). In typical applications this factor is on the order of 0.95 and may be neglected without serious harm. The approximations to SPRT error probabilities given in Section 2 take into account this small correction, but no attempt is made to do this for likelihood ratio tests because the effect is much more complicated than a simple factor and is difficult to determine.

A convenient description of the likelihood ratio defined by Eqs. (1) and (2) is the following: Perform the SPRT of $\theta = 0$ versus $\theta = \theta$, defined by the inequalities

$$\log \xi < n \log (1 + \theta_1) - \theta_1 S_n \leq \log \gamma$$

stopping to make the appropriate decision as soon as either inequality is violated. In addition, whenever
II. Distribution of Excess Over the Boundary

In this section the case \( \theta_1 = \theta_2 \) (i.e., an SPRT) is considered throughout. Let \( N \) be the number of observations required to terminate and consider first the excess over the boundary when \( (2) \) occurs; that is, the quantity

\[
\log \xi - N \log (1 + \theta_1) + \theta_1 S_N = [\log \xi - N \log (1 + \theta_1) + \theta_1 S_N] + \theta_1 X_n > 0
\]

Now, conditioning on the value, say \( r \), of the bracketed quantity (which must be negative, or else stopping would have occurred before \( N \)), and on the event \( N = n \), the distribution of the excess (if \( \theta = 0 \)) is that of \( r + \theta_1 X_n \) given the latter is positive (\( X_n \) being independent of \( X_1, \ldots, X_n \)). By the “memoryless” property of the exponential distribution, the conditional distribution of \( X_n + r/\theta_1 \) given it is positive is exponential, mean 1, for every \( r \) and \( n \); hence, when \( \theta = 0 \) the distribution of the excess is exponential, mean \( \theta_1 \) (i.e., that of \( \theta_1 X_n \)).

By Wald’s derivation of SPRT error approximations (Ref. 6)

\[
P_{\theta_1} (\text{decide } \theta = 0) = \frac{\beta}{1 - \alpha} = E_0 \left[ \frac{f_{\theta_1 X_n}}{f_{\theta_0 N}} \right] \text{ decide } \theta = 0
\]

where \( f_{\theta_1 X_n}/f_{\theta_0 N} \) is the value of the likelihood ratio upon stopping. Let

\[
L_n = n \log (1 + \theta_1) - \theta_1 S_n
\]

Then Eq. (6) can be written

\[
\frac{\beta}{1 - \alpha} = E_0 [\exp(L_N)] \text{ decide } \theta = 0
\]

\[
= \xi E_0 [\exp(- (\log \xi - L_N))] \text{ decide } \theta = 0
\]

\[
= \xi E_0 \exp(- \theta_1 X_n)
\]

since the excess over the boundary, \( \log \xi - L_N \), is distributed like \( \theta_1 X_n \). By routine calculation

\[
\frac{\beta}{1 - \alpha} = \frac{\xi}{1 + \theta_1}
\]

The analog of Eq. (6) is

\[
\frac{P_{\theta_1} (\text{decide } \theta = \theta_1)}{P_{\theta_2} (\text{decide } \theta = \theta_1)} = \frac{\alpha}{1 - \beta} = E_{\theta_1} \left[ \frac{f_{\theta_1 X_n}}{f_{\theta_2 X_n}} \right] \text{ decide } \theta = \theta_1
\]
and it follows as above that

\[
\frac{\alpha}{1 - \beta} = \gamma^{-1} E_{e^\xi} \left[ \exp(- (L_x - \log \gamma)) \right] \text{ decide } \theta = \theta_i
\]  

(9)

The approximate formula (11) for \( \alpha/(1 - \beta) \) will be derived from Eq. (9) by replacing the excess over the boundary, \( L_x - \log \gamma \), by \( R \), a random variable whose distribution is the limit distribution of \( L_x - \log \gamma \) as \( \log \gamma \to \infty \). A routine argument shows that this limit distribution does not depend on \( \log \xi \), being always the same as in the case \( \log \xi = -\infty \), i.e., the usual one-sided boundary in renewal theory.

By Theorem 3 of Ref. 5 the limit distribution of excess over the boundary for cumulative sums of non-lattice variables (e.g., the sequence \( \{L_n\} \)) has density \( e(-x)/E_{e^\xi} L_i \), where

\[ e(-x) = P_{e^\xi} (L_1, L_2, \cdots > x) \quad \text{ for } x \geq 0 \]

and is zero for \( x < 0 \). The density function of \( L_i = \log(1 + \theta_i) - \theta_i X_i \), when \( \theta = \theta_i \), is

\[
g(t) = \begin{cases} 
\frac{1 + \theta_i}{\theta_i} \exp \left( \frac{1 + \theta_i}{\theta_i} [t - \log (1 + \theta_i)] \right), & t \leq \log (1 + \theta_i) \\
0, & t > \log (1 + \theta_i) 
\end{cases}
\]

Conditioning on the value of \( L_i \), we have

\[ e(-x) = \int_x^{\infty} \left( 1 - \frac{e^{r-t}}{1 + \theta_i} \right) g(t) \, dt \]

since

\[ P_{e^\xi} [L_2, L_3, \cdots > x | L_i = t > x] = P_{e^\xi} [L_2, L_3, \cdots > x - t] \]

which is just a limiting case of Eq. (7) with \( \log \gamma = +\infty \) (so that \( \alpha = 0 \)) and \( x - t = \log \xi \). The integral is easily evaluated, yielding

\[ e(-x) = \begin{cases} 
1 - \frac{e^x}{1 + \theta_i}, & 0 \leq x \leq \log (1 + \theta_i) \\
0, & \text{ otherwise}
\end{cases} \]

Since

\[ E_{e^\xi} L_i = \log (1 + \theta_i) - \frac{\theta_i}{(1 + \theta_i)} \]

the limiting distribution of the excess over the boundary, \( L_x - \log \gamma \), has density

\[ h(x) = \begin{cases} 
\frac{1 + \theta_i - e^x}{(1 + \theta_i) \log (1 + \theta_i) - \theta_i}, & 0 \leq x \leq \log (1 + \theta_i) \\
0, & \text{ otherwise}
\end{cases} \]

Therefore, the approximation derived from Eq. (9) is

\[
\frac{\alpha}{1 - \beta} \approx \gamma^{-1} E_{e^\xi} \exp (-R) = \gamma^{-1} \cdot \frac{\theta_i - \log (1 + \theta_i)}{(1 + \theta_i) \log (1 + \theta_i) - \theta_i}
\]

(11)

where \( R \) has density \( h \).

Combining Eqs. (7) and (11) leads to the approximations

\[
\alpha \approx \frac{1 + \theta_i - \xi}{\gamma G(\theta_i) (1 + \theta_i) - \xi}
\]

(12)

and

\[
1 - \beta \approx \gamma G(\theta_i) \alpha \approx \frac{\gamma G(\theta_i) (1 + \theta_i - \xi)}{\gamma G(\theta_i) (1 + \theta_i) - \xi}
\]

(13)

where

\[ G(\theta_i) = \frac{(1 + \theta_i) \log (1 + \theta_i) - \theta_i}{\theta_i - \log (1 + \theta_i)} \]

Relations (7) and (11) also yield approximations for the expected sample sizes, based on Wald's equation, \( E L_i \cdot E N = EL_x \).
\[
\left( \log(1 + \theta_i) - \frac{\theta_i}{1 + \theta_i} \right) E_{x_i} N \approx \beta \left( \log \xi - E_{\bar{X}_i}(\theta_i) \right) + (1 - \beta) \left( \log \gamma + E_{x_i} R \right)
\]

\[
= \beta \left( \log \xi - \frac{\theta_i}{1 + \theta_i} \right) + (1 - \beta) \left( \log \gamma + \frac{1}{2} \left( \log(1 + \theta_i) \right)^2 \right)
\]

(14)

Similarly,

\[
(\log(1 + \theta_i) - \theta_i) E_{x_i} N = (1 - \alpha) \left( \log \xi - E_{\bar{X}_i}(\theta_i) \right) + \alpha (\log \gamma + E_{x_i} R)
\]

The value of \( E_{x_i} R \) does not come out of the above derivation. However, its effect is small, since it is multiplied by \( \alpha \) and is in any case bounded by zero and \( \log(1 + \theta_i) \).

The latter value gives a smaller approximation since \( \log(1 + \theta_i) - \theta_i \) is negative:

\[
(\log(1 + \theta_i) - \theta_i) E_{x_i} N \approx (1 - \alpha) \left( \log \xi - \theta_i \right) + \alpha (\log \gamma + \log(1 + \theta_i))
\]

(15)

The approximations (12) to (15) are useful in Subsection III for deriving similar approximations in the case of likelihood ratio tests. For SPRTs, Refs. 4 and 7 give exact error probabilities and expected sample sizes. However, formulas (11) to (13) together with the values of \( G(\theta)^{-1} \) in Table 2 of Subsection III are quite useful in obtaining reasonably accurate approximations to the values of \( \gamma \) and \( \xi \) needed to get prescribed \( \alpha \) and \( \beta \) for SPRTs. The following table gives some examples to illustrate the degree of accuracy of the approximations (11) to (15).

### III. Approximate Error Probabilities of Likelihood Ratio Tests

The type II error probabilities of the likelihood ratio tests defined by Eqs. (1) and (2) obviously attain a maximum, \( \beta \), at \( \theta = \theta_i \). To approximate \( \beta \), note that the derivation of Eqs. (6) and (7) applies, so that Eq. (7) holds with \( \alpha \) equal to the type I error probability of the likelihood ratio test. The value of the factor \( (1 - \alpha) \) in Eq. (7) can be approximated using the principal result (25) of this section, but the effect on the determination of \( \beta \) is small in typical problems, so that \( \beta \approx \xi/(1 + \theta_i) \).

To approximate \( \alpha^* \), an approximation to

\[
\alpha^* = P_a \left( \max_{\theta_1 \leq \theta \leq \theta_2} \left[ n \log(1 + \theta) - \theta S_n \right] \geq \log \gamma \text{ for some } n \right)
\]

will suffice, since the ratio \( \alpha / \alpha^* \) is at least \( 1 - \beta \), as discussed in Subsection I. The inequality

\[
\max_{\alpha_1 \leq \alpha \leq \alpha_2} \left[ n \log(1 + \theta) - \theta S_n \right] \geq \log \gamma
\]

is clearly equivalent to

\[
S_n \leq \max_{\alpha_1 \leq \alpha \leq \alpha_2} \left[ n \log \frac{(1 + \theta)}{\theta} - \frac{\log \gamma}{\theta} \right]
\]

(16)

and differentiation of the bracketed quantity in Eq. (16) shows that the maximum is attained at \( \Theta_n \), the solution of

\[
\frac{\log \gamma}{n} = \log(1 + \Theta_n) - \frac{\Theta_n}{1 + \Theta_n} = I(\Theta_n), \text{ say}
\]

if \( m \leq n \leq M \), where \( m \) is the largest integer \( \leq (\log \gamma)/I(\theta_2) \) and \( M \) is the smallest integer \( \geq (\log \gamma)/I(\theta_1) \). If \( n < m \) the maximum is attained at \( \theta_2 \) and if \( n > M \) it is attained at \( \theta_1 \). Let \( N \) be the smallest \( n \) for which Eq. (16) is satisfied (or \( \infty \) if there is no \( n \)) and let \( N(\theta) \) for \( \theta > 0 \) be the smallest \( n \) (or \( \infty \) if there is no \( n \)) such that

\[
S_n \leq n \log \frac{(1 + \theta)}{\theta} - \frac{\log \gamma}{\theta}
\]

(17)

If \( N = n \), then since \( \Theta_n \) maximizes the bracketed quantity in Eq. (16), evidently Eq. (17) holds with \( \theta = \Theta_n \), so that \( N(\Theta_n) \leq n \) and, in fact, \( N(\Theta_n) = n \) (\( N \) being \( \leq N(\Theta_n) \) by virtue of \( \Theta_n \in [\theta_1, \theta_2] \)). Therefore, for all \( n \)

\[
P_a(N = n) \leq P_a(N(\Theta_n) = n)
\]

(18)

If \( m = 0 \), then \( \theta_2 > \theta_1 \) and the values of \( \theta \) in \( [\theta_1, \theta_2] \) play no role in the test since the maximum in Eq. (16) is the same for every \( n \) if \( \theta_2 \) is replaced by \( \Theta_i \). Thus, there is no loss of generality in assuming that \( \theta_2 \leq \Theta_i \), i.e.,
that $m \geq 1$. Since $\widetilde{\theta}_1 = \cdots = \widetilde{\theta}_m = \theta_2$ and $\widetilde{\theta}_m = \widetilde{\theta}_{m+1} = \cdots = \theta_1$, it follows from Eq. (18) that

$$\alpha^* = \sum_{n=1}^{\infty} P_n (N = n) \leq P_0 (N (\theta_2) \leq m) + P_0 (M \leq N (\theta_2) < \infty) + \sum_{n=m+1}^{\infty} P_n (N (\widetilde{\theta}_n) = n)$$

(19)

Regarding $n$ as a continuous variable $u$ on the interval from $(\log \gamma)/I(\theta_2) = m$ to $(\log \gamma)/I(\theta_2) = \infty$, with $I(\theta_2) = (\log \gamma)/u$, one can approximate the last summation in Eq. (19) by an integral, which yields the approximate upper bound

$$\alpha^* \leq P_0 \left(N(\theta_2) \leq \frac{\log \gamma}{I(\theta_2)}\right) + P_0 \left(\frac{\log \gamma}{I(\theta_2)} \leq N(\theta_1) < \infty\right) + \int_{\frac{\log \gamma}{I(\theta_2)}}^{\infty} P_n (N(\widetilde{\theta}_n) = u) \, du$$

(20)

(The event $N(\widetilde{\theta}_n) = u$ makes sense only if $u$ is an integer, but a natural interpolation will come from the calculations which follow). A relation similar to Wald's relation (8), derivable by a similar "cancellation of densities" argument (Ref. 6), is the following. For integer $u$,

$$P_n (N(\widetilde{\theta}_n) = u) = E_{\theta_2} [\exp(-L_n) \mid N(\widetilde{\theta}_n) = u]$$

where $L_n = u \log (1 + \widetilde{\theta}_u) - \widetilde{\theta}_u S_n$.

The random variable $N(\widetilde{\theta}_n)$ is by definition the number of observations of a one-sided SPRT of $\theta = 0$ versus $\theta = \theta_2$. This suggests the approximation

$$E_{\theta_2} \left[\exp(-L_n) \mid N(\widetilde{\theta}_n) = u\right] \approx E_{\theta_2} \left[\exp(-\log \gamma - R(\widetilde{\theta}_u))\right] = \gamma^{-1} E_{\theta_2} \exp(-R(\widetilde{\theta}_u))$$

where $R(\widetilde{\theta}_u)$ has the limit distribution of excess over the boundary derived in Subsection II (upon setting $\theta = \widetilde{\theta}_u$). Applying this approximation and Eq. (21),

$$\frac{P_n (N(\widetilde{\theta}_n) = u)}{P_{\theta_2} (N(\widetilde{\theta}_n) = u)} \approx \gamma^{-1} \frac{\widetilde{\theta}_u - \log (1 + \widetilde{\theta}_u)}{(1 + \widetilde{\theta}_u) \log (1 + \widetilde{\theta}_u) - \widetilde{\theta}_u}$$

(22)

An approximation to $P_{\theta_2} (N(\widetilde{\theta}_n) = u)$ is suggested by the fact (Ref. 6) that when $\widetilde{\theta}_u$ is true and $\gamma$ is large, $N(\widetilde{\theta}_u)$ is approximately normally distributed with mean $(\log \gamma)/I(\widetilde{\theta}_u) = u$ and variance

$$\frac{\left(\frac{\log \gamma}{I(\widetilde{\theta}_u)}\right)^2}{\left[\frac{\log \gamma}{I(\widetilde{\theta}_u)}\right]^2} = \frac{1}{I(\widetilde{\theta}_u)^2}$$

Taking $1/\sqrt{2\pi}$ times the reciprocal of the standard deviation as an approximation to the probability of the unit-length interval centered on $u$,

$$P_{\theta_2} (N(\widetilde{\theta}_n) = u) \approx \frac{I(\widetilde{\theta}_u)^{1/2}}{\sqrt{2\pi} (\log \gamma)^{1/2}} \frac{1 + \widetilde{\theta}_u}{\theta_u}$$

since

$$\frac{I(\widetilde{\theta}_u)^{1/2}}{(\log \gamma)^{1/2}} = u^{-1/2}$$

Combining with Eq. (22) yields

$$P_0 (N(\widetilde{\theta}_n) = u) \approx \frac{\gamma^{-1} I(\widetilde{\theta}_u)}{\sqrt{2\pi} u} \frac{1 - \frac{\log (1 + \widetilde{\theta}_u)}{\theta_u}}{\log (1 + \widetilde{\theta}_u) - \theta_u}$$

$$= \frac{\gamma^{-1}}{\sqrt{2\pi} u} \left(1 - \frac{\log (1 + \widetilde{\theta}_u)}{\theta_u}\right).$$

(23)

Similarly, the distribution of $N(\theta_2)$ when $\theta = \theta_2$ is asymptotically normal with mean $\log \gamma/I(\theta_2)$, which suggests

$$P_0 (N(\theta_2) \leq \log \gamma/I(\theta_2)) \approx \frac{1}{2} \gamma^{-1} \frac{\theta_2 - \log (1 + \theta_2)}{(1 + \theta_2) \log (1 + \theta_2) - \theta_2}$$

Using a similar approximation for $P_0 (\log \gamma/I(\theta_2) \leq N(\theta_1) < \infty)$ and plugging Eq. (23) into Eq. (20),

$$\alpha^* \approx \frac{1}{2} \gamma^{-1} \left[\frac{\theta_2 - \log (1 + \theta_2)}{(1 + \theta_2) \log (1 + \theta_2) - \theta_2} + \frac{\theta_2 - \log (1 + \theta_2)}{(1 + \theta_2) \log (1 + \theta_2) - \theta_2}\right]$$

$$+ \frac{\gamma^{-1}}{\sqrt{2\pi}} \int_{\frac{\log \gamma}{I(\theta_2)}}^{\infty} \left(1 - \frac{\log (1 + \theta_u)}{\theta_u}\right) \, du$$

(24)
The change of variable $x = \log(1 + \theta_0)$ leads to

$$
\alpha^* \leq \frac{1}{2} \gamma^{-1} \left[ \frac{\theta_2 - \log(1 + \theta_2)}{(1 + \theta_2) \log(1 + \theta_2) - \theta_2} + \frac{\theta_1 - \log(1 + \theta_1)}{(1 + \theta_1) \log(1 + \theta_1) - \theta_1} \right] + \gamma^{-1} \frac{\log(1 + \theta)}{\sqrt{2\pi}} \int_{\log(1 + \theta_1)}^{\log(1 + \theta_2)} \frac{e^{-e^x - 1 - x}}{(x + e^{-e^x - 1})^{3/2}} dx
$$

(25)

Let

$$
Q(\theta) = \int_{\log(1 + \theta_1)}^{\log(1 + \theta_2)} \frac{e^{-e^x - 1 - x}}{(x + e^{-e^x - 1})^{3/2}} dx
$$

Given $\gamma, \theta_1, \theta_2$, the approximate upper bound on $\alpha^*$, Eq. (25), and hence the approximate upper bound on $\alpha$ for the likelihood ratio test determined by $\gamma, \theta_1, \theta_2$, can be written

$$
\frac{1}{2} \gamma^{-1} \left( G(\theta_1)^{-1} + G(\theta_2)^{-1} \right) + \gamma^{-1} \frac{\log(1 + \theta)}{\sqrt{2\pi}} \left( Q(\theta_2) - Q(\theta_1) \right)
$$

(26)

Monte Carlo sampling was performed in five cases to compare the approximate upper bound in Eq. (25) with the observed frequency of type I errors. The results are given in Table 3 with the tolerances in the last column being the standard deviations of the observed frequencies. All probabilities are expressed as percentages.

For obvious reasons, the Monte Carlo experiments could not be used to determine the frequency with which Eq. (16) holds for some $n = 1, 2, \ldots$. The experiments were carried out for a likelihood ratio test which could accept the null hypothesis (and thereby terminate the sample sequence) as soon as Eq. (2) was satisfied. Values of $\xi$ were chosen to ensure that the effect of these terminations was small compared to the sampling errors. In all but the second of the five cases in Table 3, the observed frequencies were smaller than the approximate upper bounds, and the agreement between the two would be improved if the sample sequences were not terminated.

An analysis of the efficiencies of the likelihood ratio tests is easy to make using a definition slightly different from the usual definition. The one-sided SPRT of 0 versus $\theta$ defined by Eq. (17) has the optimality property of minimizing $E_{n}N$ among all tests with $0 \leq \tilde{\alpha}$, its type I error probability. The efficiency of a test with $\alpha = \tilde{\alpha}$ is usually defined as the ratio $E_{n}N/E_{n}N' < 1$, where $N'$ is the number of observations taken by the other test. But Wald's approximation for expected sample sizes (Ref. 6) and Eq. (14) both indicate that $E_{n}N$ is very nearly proportional to $\log \tilde{\alpha}^{-1}$. It is therefore reasonable (and, in the present investigation, convenient) to define the efficiency of a test with given $\alpha$ and $E_{n}N'$ as the ratio $\log \alpha^{-1}/\log \tilde{\alpha}^{-1}$ where $\tilde{\alpha}$ is the type I error probability of a one-sided SPRT of 0 versus $\theta$ having $E_{n}N = E_{n}N'$.

For the likelihood ratio tests it is of interest to compute these efficiencies for $\theta$'s ranging over $[\theta_1, \theta_2]$. This is an "unfair" comparison in the sense that a single likelihood ratio test, designed to perform well for all $\theta$ in $[\theta_1, \theta_2]$ is compared for each $\theta$ with the optimal test (an SPRT) chosen especially for that $\theta$. Nevertheless, the comparison is interesting as an indication of how great a price is paid in loss of efficiency at one value of $\theta$ in order to attain simultaneously "good" performance over a broad range of $\theta$'s.

Let $\alpha$ denote the type I error probability of a given likelihood ratio test. When $\theta_1$ is true, the expected number of observations is by Eq. (1) no larger than that of a one-sided SPRT of 0 versus $\theta_1$ with the same boundary, $\log \gamma$. Hence, a lower bound on the efficiency (as defined above) is

$$
\frac{\log \alpha^{-1}}{\log (\alpha^{-1})^{\text{SPRT}}}
$$

where $\alpha(\theta_1)$ is the type I error probability of the SPRT of 0 versus $\theta_1$ with boundary $\log \gamma$. Similarly, define for $\theta$ in $[\theta_1, \theta_2]$

$$
e(\theta) = \frac{\log \alpha^{-1}}{\log (\alpha^{-1})^{\text{SPRT}}}
$$

where $\alpha(\theta)$ is the type I error probability of the one-sided SPRT of 0 versus $\theta$ with boundary $\log \gamma$. Table 4 of $e(\theta)$'s was computed by using the approximate upper bound (25) as $\alpha$ and approximating $\alpha(\theta)$ from Eq. (13) as $\gamma^{-1}/G(\theta)$ ($\beta = 0$). Since $e(\theta)$ was found to be nearly constant over $[\theta_1, \theta_2]$, decreasing slightly over the interval, only the values of $e(\theta_1)$ and $e(\theta_2)$ are given.
IV. Conclusion

From Table 2 it is easy to determine the critical values $\gamma$ and $\xi$ needed to achieve prescribed error probabilities with a sequential likelihood ratio test. As the results in Table 4 indicate, a test determined in this way will guarantee high statistical efficiency even if the range $[\theta_1, \theta_2]$ is broad. The application of these tests for DSIF reliability and inventory policies along the lines in Subsection I should be both practical and useful.
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Table 1. Comparison of operating characteristics of SPRTs with approximations (11) to (15)

<table>
<thead>
<tr>
<th>θ</th>
<th>log γ</th>
<th>ξ</th>
<th>α⁺, %</th>
<th>β⁺, %</th>
<th>E₂N</th>
<th>E₁N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2.48</td>
<td>0.005</td>
<td>6.6</td>
<td>0.23</td>
<td>18.5</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.6)⁺</td>
<td>(0.23)⁺</td>
<td>(18.6)⁺</td>
<td>(14.0)⁺</td>
</tr>
<tr>
<td>0.7</td>
<td>3.73</td>
<td>0.02</td>
<td>2.0</td>
<td>1.2</td>
<td>26.2</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.0)⁺</td>
<td>(1.2)⁺</td>
<td>(26.2)⁺</td>
<td>(32.1)⁺</td>
</tr>
<tr>
<td>0.4</td>
<td>3.39</td>
<td>0.10</td>
<td>2.8</td>
<td>6.9</td>
<td>39.7</td>
<td>60.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.8)⁺</td>
<td>(6.9)⁺</td>
<td>(39.8)⁺</td>
<td>(60.9)⁺</td>
</tr>
<tr>
<td>0.3</td>
<td>2.48</td>
<td>0.10</td>
<td>7.1</td>
<td>7.1</td>
<td>59.0</td>
<td>69.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(7.0)⁺</td>
<td>(7.2)⁺</td>
<td>(59.4)⁺</td>
<td>(69.8)⁺</td>
</tr>
</tbody>
</table>

*Actual values (in parentheses) were computed using the exact formulas in Ref. 7. The agreement is very good and gets better as log γ increases because the limit distribution of excess over the boundary is quickly approached.

Table 2. Values of $G(\theta)$ and $Q(\theta)$

<table>
<thead>
<tr>
<th>θ</th>
<th>$G(\theta)^{-1}$</th>
<th>Q(θ)</th>
<th>$G(\theta)^{-1}$</th>
<th>Q(θ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.6393</td>
<td>0.70</td>
<td>0.6393</td>
<td>0.70</td>
</tr>
<tr>
<td>0.03</td>
<td>0.9901</td>
<td>0.71</td>
<td>0.9901</td>
<td>0.71</td>
</tr>
<tr>
<td>0.04</td>
<td>1.3535</td>
<td>0.72</td>
<td>1.3535</td>
<td>0.72</td>
</tr>
<tr>
<td>0.05</td>
<td>1.7323</td>
<td>0.73</td>
<td>1.7323</td>
<td>0.73</td>
</tr>
<tr>
<td>0.06</td>
<td>2.0811</td>
<td>0.74</td>
<td>2.0811</td>
<td>0.74</td>
</tr>
<tr>
<td>0.07</td>
<td>2.3988</td>
<td>0.75</td>
<td>2.3988</td>
<td>0.75</td>
</tr>
<tr>
<td>0.08</td>
<td>2.6673</td>
<td>0.76</td>
<td>2.6673</td>
<td>0.76</td>
</tr>
<tr>
<td>0.09</td>
<td>2.9007</td>
<td>0.77</td>
<td>2.9007</td>
<td>0.77</td>
</tr>
<tr>
<td>0.10</td>
<td>3.0993</td>
<td>0.78</td>
<td>3.0993</td>
<td>0.78</td>
</tr>
<tr>
<td>0.11</td>
<td>3.2631</td>
<td>0.79</td>
<td>3.2631</td>
<td>0.79</td>
</tr>
<tr>
<td>0.12</td>
<td>3.4016</td>
<td>0.80</td>
<td>3.4016</td>
<td>0.80</td>
</tr>
<tr>
<td>0.13</td>
<td>3.5251</td>
<td>0.81</td>
<td>3.5251</td>
<td>0.81</td>
</tr>
<tr>
<td>0.14</td>
<td>3.6417</td>
<td>0.82</td>
<td>3.6417</td>
<td>0.82</td>
</tr>
<tr>
<td>0.15</td>
<td>3.7506</td>
<td>0.83</td>
<td>3.7506</td>
<td>0.83</td>
</tr>
<tr>
<td>0.16</td>
<td>3.8528</td>
<td>0.84</td>
<td>3.8528</td>
<td>0.84</td>
</tr>
<tr>
<td>0.17</td>
<td>3.9487</td>
<td>0.85</td>
<td>3.9487</td>
<td>0.85</td>
</tr>
<tr>
<td>0.18</td>
<td>4.0393</td>
<td>0.86</td>
<td>4.0393</td>
<td>0.86</td>
</tr>
<tr>
<td>0.19</td>
<td>4.1231</td>
<td>0.87</td>
<td>4.1231</td>
<td>0.87</td>
</tr>
<tr>
<td>0.20</td>
<td>4.2008</td>
<td>0.88</td>
<td>4.2008</td>
<td>0.88</td>
</tr>
<tr>
<td>0.21</td>
<td>4.2722</td>
<td>0.89</td>
<td>4.2722</td>
<td>0.89</td>
</tr>
<tr>
<td>0.22</td>
<td>4.3391</td>
<td>0.90</td>
<td>4.3391</td>
<td>0.90</td>
</tr>
<tr>
<td>0.23</td>
<td>4.4007</td>
<td>0.91</td>
<td>4.4007</td>
<td>0.91</td>
</tr>
<tr>
<td>0.24</td>
<td>4.4562</td>
<td>0.92</td>
<td>4.4562</td>
<td>0.92</td>
</tr>
<tr>
<td>0.25</td>
<td>4.5058</td>
<td>0.93</td>
<td>4.5058</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 3. Comparison of error probability approximations with Monte Carlo experiments

<table>
<thead>
<tr>
<th>θ₁</th>
<th>θ₂</th>
<th>log γ</th>
<th>Approximation, %</th>
<th>Observed frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1</td>
<td>2.48</td>
<td>14.0</td>
<td>13.2 ± 1.1</td>
</tr>
<tr>
<td>0.2</td>
<td>3</td>
<td>3.39</td>
<td>9.01</td>
<td>9.09 ± 0.91</td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>3.70</td>
<td>4.99</td>
<td>4.33 ± 0.46</td>
</tr>
<tr>
<td>0.7</td>
<td>2</td>
<td>3.73</td>
<td>3.50</td>
<td>3.34 ± 0.28</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>5.31</td>
<td>1.00</td>
<td>0.83 ± 0.14</td>
</tr>
</tbody>
</table>

Table 4. Approximate lower bounds on efficiency, %

<table>
<thead>
<tr>
<th>θ₁</th>
<th>θ₂</th>
<th>log γ</th>
<th>$e^*(θ₁)$</th>
<th>$e^*(θ₂)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1</td>
<td>2.48</td>
<td>77</td>
<td>73</td>
</tr>
<tr>
<td>0.2</td>
<td>3</td>
<td>3.39</td>
<td>70</td>
<td>63</td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>3.70</td>
<td>78</td>
<td>71</td>
</tr>
<tr>
<td>0.7</td>
<td>2</td>
<td>3.73</td>
<td>86</td>
<td>82</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>5.31</td>
<td>85</td>
<td>83</td>
</tr>
</tbody>
</table>